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ABSTRACT
Few researchers have undertook the task of measuring the
wireless channel at the frame level to understand perfor-
mance issues related to frame loss and signal strength. This
paper proposes a measurement procedure for terrestrial wire-
less networks based on cheap hardware and custom soft-
ware, and validates it through experiments on real-word
wireless environment. In order to validate the measure-
ment procedure, we carry out a comprehensive measurement
campaign in a rural environment and we evaluate statistics
about frame loss and signal level in the IEEE 802.11b wire-
less channel. Frames are transmitted and received by us-
ing two cheap laptops with standard Linux drivers and pur-
posely written software. A first validation step compares
the behaviour of the received signal power level with the
two-ray propagation model. A subsequent step compares
the observed frame loss with the expected coding gain at
various transmission rates. Graphs of the observed frame
loss rate at different transmission rates are provided for a
rural environment, where the two-ray propagation model is
a good fit.
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C.4 [Performance of systems]: Measurements techniques

General Terms
Wireless, Measurements
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1. INTRODUCTION
The combination of decreasing prices of wireless local area
networks (WLANs) and increasing wireless link capacity
has significantly encouraged the deployment of WLANs in
homes, entire cities, corporate enterprise and academic cam-
pus networks. Initially, much of the WLAN research was
conducted primarily through the use of analytic models [1],
and simulation techniques [2, 3, 4]. Only few researchers
have tackled the task of measuring WLANs [5, 6, 7] to under-
stand performance anomalies and implications of installa-
tion choices. However, accurate WLAN measurements have
proven more elusive than those in wired LANs due to the
characteristics of the wireless medium. For instance, mea-
surements over a single wireless hop, such as in an 802.11
infrastructure network, can vary depending upon the hop
distance, cross and contending traffic, the building structure
and even the human motion within a measurement test-bed.
Generally, capturing aspects of WLAN performance requires
more than collecting measurement data at any one layer in
the protocol stack. Building network testbeds, a common
approach used to run controlled experiments, provides spe-
cial challenges within WLANs where accurate multi-layer
measurements require custom hardware and software solu-
tions and realistic measurements tend to come from com-
mercial, often proprietary, black-box software and hardware.
For example, wireless sniffers, while effective for trouble
shooting and other diagnostic functions, are typically ex-
pensive and closed-source devices that offer less flexibility
with respect to capturing specific performance metrics com-
pared to employing open-source solutions. Even commercial
wireless access points (APs), while inexpensive, are black-
box components in the WLAN in that their exact internal
configurations and protocol implementations are not usually
known.

In order to collect detailed informations about packets trans-
mission on wireless channel, researchers need to use tested
procedures and specialized software. Description and vali-
dation of such a procedure with associated software is the
purpose of this paper, where we propose a measurement
methodology in IEEE 802.11 environment. With the aim to
verify the performance experimented by a typical user, we
use two laptop computers equipped with commercial wire-
less cards running the Linux operating system with standard
drivers. We run custom software for sending frames at pre-
cisely controlled time intervals and to receive them while
registering the occurrences of lost ones and the received sig-
nal level. We set the wireless cards in ad hoc mode and



we disable fragmentation, retransmission and adaptive rate
switching.

2. MEASUREMENT PROCEDURE
In order to perform reliable measurements at the frame level
on a WiFi channel in the absence of collisions, we use two
laptops equipped with the Debian GNU/Linux operating
system. Standard drivers are used for the wireless network
cards. The cards are put in ad hoc mode, so that it is not
necessary to depend on an access point, and no management
overhead is present apart from the periodic beacon [8].

Important settings for IEEE 802.11b network cards are the
fragmentation threshold, that we disabled in our measure-
ments, the RTS/CTS threshold, which we also disabled, the
retransmission limit and the transmission rate. We were
interested in channel-level measurements, so we disabled re-
transmissions, and we disabled the adaptive rate switching,
in order to make measurements at different transmission
rates in controlled conditions.

We wrote a software transmitter (Send) and a receiver (Re-
ceive) able to collect statistics about frame losses and power
levels by using the built-in signal level of only received frames.
The transmitter sends frames at precisely controlled time in-
tervals, with known length and contents; the receiver checks
the sequence number inside the frames and keeps a trace
of the lost ones. Both the transmitter and the receiver log
a timestamp and the power level for each packet, together
with other statistics useful for assessing the procedure re-
liability. The tools discussed in this paper are released
with a free software copyright license and are available for
download at http://wnlab.isti.cnr.it/paolo/measurements/
Software.html.

2.1 Timing considerations
Depending on the type of measurements, it may be nec-
essary to accurately synchronize the clocks of the sender
and receiver. For example, when evaluating packet delay
due to collisions and frame retransmissions, it is important
that the clocks of the transmitter and the receiver be syn-
chronized. We used the Network Time Protocol (NTP, [9])
to synchronize the clocks of the laptops before starting the
measurements and to evaluate the frequency error and con-
sequently the time difference at the end of a measurement.
We found out that just a 15 minutes’ time of warmup after
boot was enough to let the clock of the laptops stabilize with
a residual error of less than 1 ppm, which amounts to a few
milliseconds after a hour long measurement. Also, the clock
jitter we could measure is always in the order of few µ s,
that is, the same order of magnitude of errors introduced by
the Linux kernel.

One use of precisely synchronized clocks is to evaluate the
processing delays of the transmitter and receiver. A strict
upper bound for this statistics is the one-way delay of pack-
ets, which we measured to always be less than 1 ms. Since
1 ms is the clock resolution on the kernel we used, the delay
is less than the timing error due to the clock granularity.

As far as timing is concerned, then, we conclude that pro-
cessing delays are negligible and that clocks are accurate as
long as the laptops are warmed up for 15 minutes after boot
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Figure 1: Error of packet intervals at the receiver.

and then synchronized with NTP. As far as the precision of
sending times is concerned, we refer the reader to Fig. 1,
where we report the difference, measured at the receiver, be-
tween the interpacket intervals and the expected fixed value
that we used during validation.

2.2 Software
Send is the transmitter program, which sends frames at pre-
cisely controlled time intervals, with the format shown in
Fig. 2.

protection (4B)
Sequence number

Frame sequence number (7B) Content of the frame

00 00 00 0130 30 30 30 30 30 31 0a

Figure 2: Transmitted frame.

Send uses every care in order to be as precise as possible
and use few system resources. It uses Linux’s quasi-real
time scheduler, it locks pages into memory after growing the
stack, in order to avoid page faults, it can use Posix high
resolution timers if the appropriate kernel patch is installed
an is written for speed.

Receive is the receiver program, a frame sniffer built upon
the PCAP [10], a free library which provides a high level
interface to packet capture systems on different operating
systems. All packets on the network, even those addressed
to other hosts, are accessible through this mechanism. Re-
ceive knows the format of frames sent by Send, and uses
this knowledge to trace lost frames, by analyzing sequence
numbers placed by Send into the frames. It is also possible
to use a modified card driver that does not discard frames
received with a bad CRC with Receive, which is then able
to log bit corruptions by comparing expected with received
bits, but this possibility has not been used in the validation
measurements.

Receive shows packet losses, packet corruptions (only with
a modified network driver) and mean signal strength in real
time using graphical output on a text console. It collects
data for each received frame and stores it into two separate



files, one for informations regarding bit corruptions and one
for received frames, for each of which it reports informations
like arrival time, frame length, sequence number, signal level
and so on.

3. VALIDATION OF THE MEASUREMENT
PROCEDURE

We performed a comprehensive measurement campaign us-
ing laptops with standard Wi-Fi interfaces configured in ad-
hoc mode, at different fixed speeds of 1, 2, 5.5 and 11 Mb/s,
with a fixed frame length of 1000B, fragmentation disabled,
retransmission disabled, for different distances in rural en-
vironment. The generated traffic was CBR (Constant Bit
Rate) at 1.6 Mbps , when the bit rates were 11, 5.5 and
2Mbps, and 800Kbps when the bit rate was 1Mbps. The mo-
bile devices used are IBM Thinkpad R40e laptops (Celeron
2 GHz with 256 Mb Ram running Debian Linux with a 2.6.8
kernel), equipped with CNet CNWLC-811 IEEE 802.11b
wireless cards.

The rural environment is an outdoor environment such as a
wide field not cultivated with line of sight (LOS); this type of
environment is particular interesting for studying frame loss
and channel gain in the absence of both obstacles like walls,
trees, lampposts, buildings and any type of radio interfer-
ence. Previous studies [11, 12] found that path-loss charac-
teristics in LOS environment are dominated by interference
between the direct path and the road-reflected path. This is
a characteristic of two ray model (Fig. 5), in the following
referred as TRM. This model has been used for LOS propa-
gation both in rural [11] and in urban environments [12, 13,
14]. In [12] the authors presented measurements in an urban
area of Dresden, Germany and found that in LOS environ-
ment, the guiding effect reduces with increasing distances
due to scattering from vehicular traffic, building and street
irregularities which are expected to be significant attenua-
tion mechanisms, particularly for rays which are reflected
from walls. Hence, the attenuation effect due to obstacles
increasingly compensates the guiding effect with large dis-
tance. In [13] and [15] the authors showed the results of a
radio propagation study carried out in central Tokyo, Japan
and provided clear evidence that the radio propagation fol-
lows the characteristics predicted by a theoretical two path
model.

3.1 Received power analysis
We first try to evaluate the reliability of the received power
level as given by the wireless card, by plotting it versus
distance at different distances. The signal level is a number
associated to each frame, having a value between 0 and 100,
that is a measure at the PHY sublayer of the energy observed
at the antenna for the current received frame [8].

Fig. 3 shows signal level values taken at various distances
and transmission rates, for each of which we plot the 5th per-
centile, the median and the 95th percentile. The signal level
versus distance has the same trend for each transmission
rate, which we take as an indication that signal level versus
distance is independent of transmission rate, as expected.

Starting from this hypothesis, we then consider all measure-
ments, independently of transmission rate, and plot them in
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Figure 4: Signal level trend versus distance between

transmitter and receiver.

Fig. 4, where we have error bars for 5th percentile, median
and 95th percentile of all measured signal levels versus dis-
tance between transmitter and receiver. We can distinguish
two different areas, the first one for distances less than 10 m,
where signal levels are comprised in a range of 20 units, and
a second area in which signal levels exponentially decrease
with a slope of 70 units/dec.

Such a behaviour reminds of a simple two-ray reflection
model, which in fact should fit well the rural settings we
chose for the validation measurements.

3.1.1 Two ray ground reflection model
The two-ray ground reflection model assumes that only two
paths exist between the transmitter and the receiver, i.e., the
LOS and a ground reflected propagation path [11, 16]. This
model is characterized by a break point (1) that separates
the different properties of propagation in the near region
and the far region as relative to the transmitter. The break
point is expressed as

b =
4hthr

λ
(1)
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Figure 5: 2-ray ground reflection model

where ht is the transmitter antenna height, hr is the receiver
antenna height, and λ is the wavelength. The break point
is also the distance where the ground appears in the first
Fresnel zone between the transmitter and receiver. This
parameter is useful in microcellular path loss models [17].
Using regression analysis of the measured data in the San
Francisco Bay area, it is shown that the slope before the
break point is less than 40 dB/dec, while the slope after
that is greater than 40 dB/dec [16]. TRM for LOS propaga-
tion was extended in [18] to take into account the effects of
traffic and high obstacle such as roadside-trees, signboards,
and traffic signals, which cause shadowing on both the di-
rect path and the reflected path. It is shown that when
the heights of traffic and some obstacles are included in the
model, better accuracy can be obtained compared with the
experimental results. TRM is commonly used to predict the
large-scale signal strength for mobile radio channels [17].

With the help of Fig. 5, the path length difference of the
two components can be computed as

∆d = d2 − d1 =
p

d2 + (ht + hr)2 −
p

d2 + (ht − hr)2.

When the distance d is very large compared to ht + hr,
equation (2) can be simplified using a Taylor series approx-
imation:

∆d ≃
2hthr

d
. (2)

The phase difference between the two rays can be computed
as

θ∆ =
2π∆d

λ
≃ 4πhthr

dλ
. (3)

When the distance d between transmitter and receiver is
much greater than their distance from the ground, the ground
reflection coefficient can be approximated with -1 [19], and
the channel gain G becomes

G
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Under the condition that d ≫
√

hthr [19], the channel at-
tenuation G with respect to a reference distance of 1 m de-
creases in inverse proportion to the fourth power of distance
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Figure 6: Empirical model for channel gain and mea-

sured data.

as shown in the following equation:

G(d > dfresnel) = 20 log
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≃ −40dB/dec.

3.1.2 Fitting measurements with the two-ray model
In order to fit the model with the measured data, we start
from the known -40 dB/dec slope, by computing a conver-
sion factor between signal level and receiver power consid-
ering (5); TRM exhibits a slope of -40 dB/dec for distances
greater then df , which in our case is about 29 m, considering
our transmitter and receiver heights:

df =
4hthr

λ

=
4 ∗ 1 ∗ 0.9

0.125

˛

˛

˛

˛

ht=1,hr=0.9

= 28.8m,

so we scaled the regression line associated with median val-
ues to the slope of -40 dB/dec, obtaining a conversion factor
of 1.7 between the signal level and the received power level
in dB.

Fig. 6 shows a good fitting of our measurements with a two-
ray model, which indicates that the received power level
obtained from the network card is a reliable value. The
signal power decays with a -5 dB/dec slope up to about
10 m, as we have reported in the following equation:

G
˛

˛

˛

dB
(d) =

8

>

<

>

:

20 log d−

5

20 d ≤ 11.7m

13.88 + 20 log
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˛

˛

˛

1

d1
− ejθ∆

d2

˛

˛

˛

˛

˛

!

d ≥ 11.7m.

where d1 =
q

(ht − hr)
2 + d2 and d2 =

q

(ht + hr)
2 + d2.

While using the 2-ray model for validation purposes, we also
proved that, as it was to be expected, this model is a good
fit for the received power level of WiFi components in a rural
environment. This may be interesting for rural applications
[20] and for rescue teams working in the open, or more gen-
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transmission rate.

Table 1: Signal level and frame loss thresholds for

different transmission rates.

Bit rate FLT SLT

Theor.

coding

gain

Meas.

coding

gain

11 Mb/s 200 m 18
5.5 Mb/s 270 m 13 +2.9 dB +3 dB
2 Mb/s 280 m 10 +1.7 dB +1.9 dB
1 Mb/s 350 m 5 +2.9 dB +3 dB

erally for public protection and disaster recovery (PPDR)
situations.

3.2 Frame loss analysis
We now evaluate how frame losses at various transmission
rates depend on the signal level: Fig. 7 plots frame loss and
signal level for each distance at various transmission rates.

The solid line in Fig. 7, refers to measures done at fixed
transmission rate equal to 11 Mb/s; we can observe the
absence of significant losses for distances less than 200 m,
where the measured signal level decreases under the value
of 18. We can consider this value as the threshold for this
transmission rate to be usable without significant frame loss.

With same type of analysis we can calculate thresholds for
the other transmission rates, so we have a signal level value
of 13 for 5.5 Mb/s, a value of 10 for 2 Mb/s and 5 for 1 Mb/s,
as shown in Table 1.

Since it is possible to exactly compute the coding gain of the
slower transmission rates with respect to the 11 Mb/s one,
we can verify that the observed threshold values are consis-
tent with the signal modulation and coding characteristics,
summarized in Table 1, where the theoretical coding gain as-
sociated with each transmission rate is shown together with
the measured coding gain, computed with the 1.7 conversion
factor obtained above. As it can be seen, measured coding
gain approximates quite well theoretical coding gain.

4. CONCLUSIONS
We described in detail a simple and cheap method for mea-
suring the WiFi channel at the frame level for data like re-
ceived power level, frame loss, one-way packet delay. The
method uses standard laptops, a standard Debian GNU/Linux
distribution and custom software publicly available with a
free software license.

We then validated the reliability of this method by fitting re-
ceived power measurements with a 2-ray propagation model
and by comparing the observed coding gain differences of
transmission rates to the theoretical ones.

We observed that the 2-ray propagation model fits well the
observed data in a rural environment, a setting not unusual
for applications like rescue teams communications.

The described method is being used in an ongoing campaign
aimed at obtaining a model for packet losses on a WiFi
channel in an indoor office environment. The same method
could be used in other environments, such as urban and
suburban.
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