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ABSTRACT

In this paper we present VnL-TDMA, a new MAC
(medium accesscontrol) protocol for accessngin TDMA
a satellite channel shared among \erious eath stations
which transmit mixed traffic (red-time axd nonred
time). We @ncentrate on the analysis of the red-time
alocaion for variable bit rate (VBR) traffic, and analyse
its performance using a syntheticdly generated VBR
traffic modelled onthe basis of the statisticd parameters
of an MPEG-2 coded movie in VBR mode. The pe&k
traffic rate of the movie is almost four times higher than
its mean rate, which means that trivial pe& rate
alocaion would waste a lot of the satellite dcanne
bandwidth, while VnL makes unused bandwidth
instantaneously available to al eath stations to enable
them to transmit best-effort traffic.

1 INTRODUCTION

The medium accesscontrol (MAC) protocol used to
accessa satellit e link must be ale to guaranteebaoth high
link uilisation and low delay transmisson for the
variable bit rate (VBR), red-time data. In particular, red-
time digital video reeds a high transmisson bandwidth
even after compresgon, it must be sent with a minimal
delay, and it cannat tolerate ahigh error rate. Dedicaed
transmisgon lines, that are agoodchoice for constant bit
rate (CBR) traffic, are underused for VBR ftraffic,
espedaly MPEG-2 VBR traffic for which the peak/mean
ratio computed over agroup d pictures (GOP) may be &
high as 6. On the other hand, current general purpose
networks are designed for best-eff ort traffic.
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This paper proposes a MAC protocol for shared
satellite dhannels which is able to provide good channel
efficiency for mixed traffic, while still guaranteeng delay
and bandwidth for MPEG-2 VBR traffic. In ou scenario,
various eath stations dare in TDMA a geostationary
satellit e link, ead eath station ading as a mncentrator of
both red-time and best-effort traffic. A centralised MAC
protocol, run by the chanrel dispatcher, alows the
satellit e network to be shared acwrding to the dlocation
requests isuied by the stations. When an eath station
redises that the aurrent alocation is not sufficient for
sending the traffic coming from the terrestrial network, it
asks the dhannel dispatcher for a larger share of the
channel bandwidth, and it queues the incoming traffic
while waiting for its request to be granted. Requests to
the channel dispatcher are made separately for red-time
and nonred-time traffic, and the channel dispatcher uses
different algorithms to alocae bandwidth for the two
types of traffic. The bandwidth all ocation a gorithms used
for non red-time traffic ae not described in this paper;
any of those described in (Celandroni et a. 1992 Zein et
a. 1995,Dornier 1992, Jahangir and Le-Ngoc 1994, Le-
Ngoc and Krishnamurthy 1995 can be amployed.

This paper focuses on the dlocation agorithm for
the VBR red time traffic, it describes the simulation
environment used to oltain the performance evaluation,
and it presents sme of the simulation results obtained.

2 THE ALLOCATION ALGORITHM USED FOR
REAL-TIME VBR TRAFFIC

In (Celandroni et al. 19973 we presented an
alocdion algorithm for red-time traffic, with centralised
control, based ontwo levels of bandwidth alocation for
VBR traffic (V2L-DA/TDMA). Now we present an
extension d the V2L algorithm to n levels of all ocdtions,
which we cdl VnL, and we demonstrate that the
efficiency of the channel utili sation increases with the
number of levelsin which the bandwidth is divided.



Three parameters (Amin, Amax, nlev) define the
minimum throughpda, maximum throughpu (booking)
required by the gplicaion, and the number of allocation
levels, equally spaced in the range [Amin, Amax],
respedively, as illustrated in Figure 1. The dannd
dispatcher accepts a new allocaion request for red-time
traffic only if the sum of the new and the outstanding
bookings does nat exceal the percentage of the channel
bandwidth which is dedicaed to red-time traffic. This
threshold can be tuned to avoid starvation o non red-
time traffic. However, with the use of many alocaion
levels, this problem is not likely to be an isaue, because
most of the time the space docaed for red-timetrafficis
much lessthan the spacebooked. Moreover, any channel
space #docded to a station for red-time data and nd
used, can be used by that same station to send its non
red-time traffic. The relationship between Amin and
Amax depends on the type of red-time gplicaion that
generates the request. If Amin = Amax, the request comes
from a CBR applicaion. In the following, we study the
case where Amin islessthan Amax, i.e. the request relates
to a VBR applicaion. For ead VBR flow entering a
station, the station bools a bandwidth Amax. Once the
alocaion has been granted, the station kegxs measuring
the throughpu of the flow and requests an alocaion
equal to ore of the nlevallocation levels. The bandwidth
booked bu nat alocaed is managed by the dannel
dispatcher to satisfy requests for non red-time traffic
alocdion coming from any station. The eath stations
measure the inpu traffic & eady TDMA frame, asaiming
that an allocation is receved in ead frame. In order to
compute the @rred alocaion level to request, eath
station keeps two courters for ead VBR flow, which we
cdl positive and regative virtual queue, pvg and nvg,
respedively. The pvq keeps track of the volume of data
that would be queued at the station if the requested
allocaion were granted immediately. The nvq is the
cumulative unused all ocation spacethat would be wasted
if the dl ocation were one level below the requested ore.

Let Ij be the volume of inpu traffic to a station for a
VBR flow during frame i, let Aj-1 be the last requested
alocaion level, and let pvgj and nvgj be the virtua
queues for the arrent frame. At frame i, the virtua
queues are updated as follows:

Astep = (Amax-Amin) / (nlev-1);

pvg = max(0, pvg-1 + 1j-1 - Aj-1);

nvg = min(0, nvg-1 + lj-1 - Aj-1-step) if Aj-
1>Amin, ese0.

When the data throughpu is between the airrent
alocdion level and the one below it, bah virtual queues
are 0, aherwise one and ory ore of the two virtual
queues is different from 0. If pvq is positive, then a

request is made for ahigher allocation level, while, if nvq
is negative, arequest is made for alower alocdion level.
The value of the dlocaion request for the airrent frame,
Aj,is
A;= min(Amax, Aj1
+ [ceil (pvg / (T Astep))
+ floor(nvg / (T Astep))] Astep)
where T isthe time interval between successve
requests, floor givesthe greaest integer not greaer than
itsargument, and cell givesthe smallest integer that is not
smaller than its argument. All the requests are made on
the basis of the last all ocation level requested, nd on
what is currently granted by the channel dispatcher. This
means that queues build upat the station when the input
traffic increases, while unused al ocationwill be granted
to the station when the inpu traffic deaeases.
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Figure 1. Allocation levds for aninpu traffic with varying
throughpu

Note that a red implementation d this algorithm
would have to acount for possble mommunication errors
between the eath station and the channel dispatcher. In
fad, VnL as described has no feadbadk medianism that
monitors the inpu queue, bu only considers what we
have cdled virtual queues, that is, what the input queue
would be if the granted alocaion were equa to the
requested ore.

3 SIMULATION ENVIRONMENT

In order to reliably evauate the performance of
VnL, we fed it with a syntheticdly generated MPEG-2
data. We asume that a GOP is made up d twelve 40ms
long frames, and that the output of the MPEG-2 coder is
smoothed at the GOP level, i.e., that after the ader there
is a 480ms pre-buffering kefore transmisson on the
network. To generate VBR traffic, we cnsidered the



tracedriven transmisson d the movie “The sheltering
sky” produced by an MPEG-2 encoder. The model of the
MPEG video sourceused is ketched in (Celandroni et al.
1997, where it was dready used, and described in
(Chimienti et al. 1996 Conti and Gregori 1997 in more
detail, where the acairagy of this model was investigated.
Figure 2 shows the probability density function d the
generated throughpu. We run the simulations using
Fraca", a high sped, lightweight simulator useful for
simulating framed channel alocaion schemes
(Celandroni, Ferro and Potorti 1999. In arder to oktain
statisticdly significant results, we dso wrote amodue,
using the Python language, which implements
independent replicaions by repeaedly cdling Fracas
with dfferent seeds for the randam number generators,
urtil the requested confidence interval for the results has
been oltained.
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Figure 2. Probalility density function d the bit rate produced
by the Markov generator

The most significant spedficaions of the smulation
runsare:

¢ a TDMA system is used, where the frame length is
20ms, the virtual queues are probed orce per frame,
and an all ocaion request isissued at every frame;

e the VBR source is smulated by wing the Markov
generator with a mean and a maximum throughpu
equal to 3Mbpsand 11.7Mbps, respedively;

« a single traffic station is loaded with the VBR traffic
generator;

e the satistics colleded include mean unwsed space
maximum padet delay, and padket delay quantiles of
0.9, 0.9%nd 0.999

« the minimum allocaion Amin has been varied between
1 and 5Mbps, in steps of 0.1Mbps, while the
maximum all ocation Amax lies in the range between 5
and 9.5Mbps, in steps of 1.5Mbps;

© FRAmed Channel AccessSimulator, developed at CNUCE/C.N.R.
Pisa(l).

« the number of alocationlevels nlevhas been set to 2, 3,
4, 10 and 10Q the 100 level case is a pradicd
approximation d a ontinuows variation in the
alocdionlevel.

All the simulation results were obtained with a 95%
confidence level. The mnfidenceintervals for the unused
alocaion were +2%, while the mnfidence intervals for
the delays were +5%.

4 SIMULATION RESULT S

The performance of the proposed method was
evauated by measuring two statistics: the end-to-end
packe delay, and the unused dlocation space The end-
to-end packet delay is variable because of variable
queuing delays. The minimum delay is st to 250ms,
which is the @nwentional roundtrip time of a
geostationary satellite. The quantiles of the pacet delay
capture the dynamic behaviour of VnL, and show how
the variability of the inpu traffic dfeds its end-to-end
delay. The unused alocaion spaceis the satellite link
share dlocated to a station for transmitting VBR traffic
and wed by the station for transmitting nonrred time
traffic, if any. This quantity gives the dficiency of the
alocaion method, and shodd be made & smal as
posdble. It is mostly a steady state charaderistic. In fad,
a similar charaderistic was gudied in (Celandroni et al.
1997 by puely analyticd methods, yielding the same
results as those obtained here for VnL when the number
of levelsis 2.

2 levels. Delay vs maximum all ocetion

10000
9000 |
8000
'W -] ‘\
2 7000 Max delay
% 6000 - ' w0 0,90 quantile
'g 5000 N 0.99 quantile
“~ N\  ===-- 0.999 quantile
40007 s,
3000
2000 |
1000 |
01— T T T T T T
5 6 7 8 9 10 11 12

Maximum all ocation [Mbps]

Figure 3. Maximum data delay vs. maximum all ocation. Two
all ocation leveds with aminimum all ocation equd to 3Mbps.

The padket delay is essntially the sum of three
addenda. The first one is smply the latency of the
satellite link. The second is the dlocaion delay when



switching between levels in resporse to variations in the
throughpu of the VBR flow entering the eath station.
During the two roundtrip times between the request for a
larger all ocaion and the relative authorisation (which is
always granted, because the bandwidth has been booled
in advance), the traffic is enqued at the station, and the
queue is emptied orly after the dlocation celay. Thereis
always this effed when gdng uplevels, and it depends
on the Amin, Amax, and nlev parameters. The third cause
of delay is the insufficiency of the booked alocaion,
Amax, which we set up to a set of values ranging from
5Mbps to 9.5Mbps, lower than the pek VBR data
throughpd, whichis11.7Mbps. Again, data spends sme
time in the queue, waiting to be transmitted. This third
effed, which deaeases as Amax increases, disappeas
when the maximum allocdion is equal to the pegk
throughpu of the inpu traffic, and it is independent both
of the minimum alocaion Amin and d the number of
levelsnlev.

9000
8000 |
0 - Max aloc.=5Mbps
soo o Max alloc.=6.5Mbps
-g' 500 4 T000-- Max aloc.=8Mbps
% a0 4 ---- Max aloc.=9.5Mbps
8 3000 ... 7w Max aloc=12Vibps
2000 |
T e s
0 . . 1
1 2 3 4 5

Minimum al ocation [Mbps]

Figure 4: Maximum data delay vs. minimum all ocation. 100
all ocation leveés with maximum all ocations equd to 5, 6.5, 8,
9.5, and 12Mbps.

In order to eliminate this effed, and to examine the
switching ddlay more dosely, we dso made some
simulation runs with a maximum allocaion d 12 Mbps,
which is greaer than the pe&. Figure 3 shows the
relationship between the maximum data delay and the
maximum all ocaion when the minimum allocation is 3
Mbps. This figure is the same for any o the listed levels,
thus $howing that the delay is independent of the number
of levels. In 99 of cases a maximum allocaion o
8 Mbpsis sufficient to fit the inpu traffic, since the data
delay is abou the same & that obtained with a maximum
allocation d 12Mbps, while a maximum allocaion d

6.5Mbps, or lower, satisfiesthe input traffic only in 90%
of cases.

Figure 4 plots the maximum data delay versus the
minimum all ocation for 100 levels. The runs were made
with a maximum dlocaion d 5, 6.5, 8, 9.5, and
12 Mbps, with the same nfidence intervals as the
previous results. The data delay also has a very dight
dependence on the minimum allocation, and in faa the
delay curves are basicdly flat, whatever the number of
levels, with maximum variations of about 5%.

When the booked all ocation Amax is greaer than the
pe&k VBR traffic throughpd, the delay is influenced by
the level switch delay alone, while in the caes presented
abowve the delay is mainly influenced by Amax, and orly
sencarily by the level switches.

A charaderistic common to the plots of the delays
ohbtained by \arying the minimum alocaion is the
presence of a dight raising in the central part, which is
highlighted in Figure 5.

This effed is most clealy visible with a small
number of alocaion levels, and is due to a greder
frequency of level switches, because of the charaderistics
of the inpu traffic. Looking at the figures that show the
delay vs. the minimum alocation, and, more dealy (as
different scdes are used) in the figures with the
maximum allocdion equal to 12Mbps, we can see that
theraising pant corresponds to Amin values such that the
pe&ks of the inpu distribution do no fall entirely
between two allocdion levels. This effed is justified by
the fad that the short-term autocorrelation d the output
states of the Markov chain is quite high. In fad, when in
the seaond state, whose steady state probability is 0.64,
the probability of staying in the same state in the next
GOP is 0.93 when in the third state, whose stealy state
probability is 0.34, the probability of staying is 0.85.
Thus, for alow number of levels and a low Amin (lower
than 1.7 Mbps), the dlocaion requested amost always
corresponds to ore of the highest levels, thus deaeasing
the number of level transitions and consequently the end-
to-end delay. When the minimum all ocdion increases, so
does the probability of transition, and its influence on the
delay. Such an influence ajain deaeases for a greder
Amin. Notably, this effed tends to dsappea when the
number of levelsis high.

The maximum delay lines do nd show the same
risings, and deaeease & Amin increases. Thisis due to a
situation that only occurs at the beginning o the movie.
In fad, the implementation d the VnL-DA algorithm
asggns Amin as the first alocaion, whil e the movie (and
thus our moddl) starts with a throughpu which is very



close to the maximum. Therefore, at the beginning o the
simulation there is always a very high delay, which is
inversely propartiona to the minimum allocaion Amin.
When Amin is equa to the pe& throughpu of the inpu
traffic, the maximum delay is extinguished, in the sense
that it becomes equal to the roundtrip time.

It is possble to estimate the unused spaceby using
the statisticd properties of the synthetic inpu traffic. It is
well approximated by the difference between the inpu
traffic and the relative dlocdion request, weighted with
the probability of a given inpu traffic value. Denating by
t theinpu throughpu, we have

max(t)

u= [[AD-tP(®)

min(t)
where A(t) is the dlocaion relative to a given value
of theinpu throughpu.
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Figure 5. Maximum data delay vs. minimum all ocation with 2,
10, 100 dlocation levds.

The unused alocdion spaceis plotted in Figure 6
for various Amax values, as a function d Amin.

Computed values are depicted as lid lines, while
the simulation results are reported as the upper and lower
bound of 95% corfidence intervals. The matching is
excdlent, in spite of the anayticd model being ory an
approximation d the dlocaion agorithm. While the
number of levels is low, the unused space very much
depends on the booked all ocaion, which is lower for low
Amax. However, the ébove mnsiderations on the padket
delay mean that the caes where Amax is less than
6.5Mbps foud be discarded.
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Figure 6. Four and hunded levds. Unused spacevs. minimum
all ocation for various values of the maximum all ocation with
95% corfidenceintervals.

The aurves flatten with increasing numbers of levels.
Since the point of minimum is drondy dependent on the
inpu distribution, it is preferable to have flat curves,
because it makes the system performance less dependent
onthe particular MPEG model used to tuneit.



5 CONCLUSIONS

The ssimulation study shows that neither the number
of levelsnlevnor Amin play asignificant role & far asthe
padket delay is concerned. Moreover, setting the booked
bandwidth Amax to values greaer than 8 Mbps does not
produce ay appredable improvement. Therefore, the
major gain o using many levels is not so much in the
improvement of the optimal point but in the greaer
flatness of the lines that describe the unused space At
higher numbers of levels the dependence on Amax tends
to disappea, and the dficiency of the dgorithm improves
as Amin is snadler. This means that the dependence on
the charaderistics of the input generator is pradicdly
lost. For 100 levels, which is an approximation d an
infinite number of levels, the unused spacetends to zero
for low Amin, as was expeded. The channel efficiency is
very high, with very little unused al ocaion spacewhen
many alocaion levels are used, and \irtualy no
all ocation waste when the number of levelsisin the order
of 100.

We epeded to find an opimum number of
alocaion levels, because we though that the queuing
delays introduced by alocaion level switching would
have made it impradicd to use ahigh nunber of levels.
Indeed, queuing delays with hunded levels are higher
than delays with ten levels, bu the relative differenceis
so small that it is pradicdly negligible. In short, it is
convenient to use & many alocaion levels as possble, at
least up to avalue of around 100.If using a high number
of alocation levels is impossble becaise of link layer
limits on the minimum all ocable unit, a minimum number
of four levels dhoud be used, which provides better
performance and less dependence on the inpu pattern
than the V2L method poposed in (Celandroni et al.
19979).
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