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Abstract. Network services with deterministic guarantees are based on a worst-case description d user-generated
traffic. When designing a pdlicing and scheduling algorithm for guaranteed services on the Internet, acaracgy of
description d the traffic profile has to be traded with simplicity of implementation. The result of this trade off is often
expressed as the number of token buckets required by the service dongwith the choice of their parameters. The GS type
of service proposed by the IETF uses two token buckets both for charaderizing the traffic and for pdlicing it. The
choice of using oy two token buckets is primarily driven by pdlicing costs. In this paper we propose amethod that
alows the number of token buckets used for charaderizing the traffic to be greaer than what is adually neeled to
pdiceit. Thismeans we can oltain an acairate profil e of the traffic while keguing pdicing simple. The method consists
of computing a profile of the traffic which involves a number of token buckets of the order of ten, and then ddng the
pdicing wing orly the first token bucket, plus anather one which is chosen depending onthe delay requirements of the
recavers. This paper shows that with this smple enhancement we obtain a guaranteed service whase performance
closely approaches the theoreticd limits of services with deterministic guarantees.

1 INTRODUCTION

The vast magjority of Internet traffic is currently
transported over TCP. Using IP as the network protocol,
TCP provides a @mnredion-oriented, reliable strean of
data between two hdsts. It ensures integrity of data by
retransmitting padkets when they are lost, an event which,
in wired networks, is amost exclusively triggered by
congestion.

With the alvent of high speel padet networks,
multimedia gplicdions have recently been developed
which do na work well with the timeout-based
retransmisson pdicy used by TCP, because of their strict
dealines on padket reception times. For example,
applicaions which pay ou an audio o video stream
typicdly discard any images or audio padkets which
arrive too late. This type of traffic is therefore different
from traditional data traffic, since it requires me
guarantees on the Quality of Service (QoS) that it recaves
from the network, e.g. a dstatisticd or deterministic
guarantee on the throughpd, or on the drop rate. New
techndogies have been developed to ded with these

" This work has been carried out in the framework of the CNR
projed “Advanced applications for next generation padket switching
networks”.

applicaion requirements. They alow the end hat to
reserve resources on the net in order to get a guaranteed
QoS.

Sinceit is difficult to determine accetable levels for
the loss rate and mised deallines [1], deterministic
services are beming more and more popuar for VBR
video transmisson ([2], [3], [4]). A deterministic service
ensures that no padket is dropped o delayed beyond the
dedline requested by the gplicaion. The amourt of
resources to reserve for a video strean in order to doffer a
deterministic QoS is largely dependent on the traffic
charaderizaion method wsed to describe the stream. For a
deterministic service we require a deterministic traffic
charaderizaion method that gives an upger bound onthe
traffic [5].

There ae two conflicting requirements affeding
traffic charaderizaion: Accuracy and Simplicity.

Accuracy affeds the utilization d the network for
traffic with a guaranteed QoS. This means that the more
acarately the traffic parameters are described, the more
efficiently the network resources may be used. In [4, €,
some MPEGL1 traces are studied, and it is down that a
source description with orly two token bickets canna be
close to the optimal resource docdion for al delay
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bounds, bu at least 8 token bickets are needed for end-to-
end celays of lessthan 500ms.

Simplicity means that traffic charaderization must be
expressd in an easily controllable way. Indeed, a pdicing
mechanism is needed which ensures that al traffic
submitted to the network conforms to the dedared traffic
charaderizaion. The most popuar approach to traffic
charaderizaion is based onthe token bucket mechanism
[7]. With token buckets, the worst case traffic arival in
any interval of length t is described as a cntinuows
piecevise-linea function d t. In red networks, a small
number of token buckets are usually considered, for
ressons of implementation efficiency. For example, the
current IETF int-serv spedfications only make provisions
for a pe&k rate and a further token bucket for both GS
(Guaranteed Service) and CL (Controlled Load) types of
service [8]. Likewise, the ABR type of traffic in ATM
networks uses two token buckets[9, 14.

Within this framework, this paper compares the
theoreticd limits of a guaranteed type of service using
both the most stringent worst-case traffic charaderization
and the optimum scheduing algorithm, with the
performance dtainable with implementations that
conform to the IETF' s Guarantead Service[2].

We show how charaderizing the traffic with a peak
rate plus a mupe of parameters describing a token bucket
can lead to anetwork utili zation that is considerably lower
than the theoreticd limits. We then propose a
modificaion to GS that can significantly narrow this gap
at alow implementation cost.

The rest of the paper is organized as foll ows. Sedion 1
describes the deterministic service model we ae going to
consider, and its theoreticd limits. Sedion 2 is a brief
overview of GS. In sedion 3, the optimal choice of
parameters for GS is analyzed. We give examples using
VBR traffic obtained from MPEG-1 coding d movies,
and we describe amethod for maximizing the number of
homogeneous conredions on a given link by ogimizing
the traffic charaderization parameters. Finally, in sedion
4 we propcse anew type of service derived from GS,
which we cdl GSn, which automaticdly chooses the best
token bucket, on the basis of the traffic charaderization
and the recever requirements.

2 MAXIMAL UTILIZATION
DETERMINISTIC SERVICE

In this sdion we outline the main comporents
required to offer a service with deterministic guarantees,
that is, the traffic charaderization and the scheduing
pdicy, and we identify the maximum efficiency
obtainable with deterministic services.

A key concept for a deterministic service is a priori
knowledge of a deterministic traffic charaderizaion. Let
A(t) dencte the aumulative arival traffic function, that is,

FOR A

the total traffic generated in the time interval [0, t], and
A1, t+1] dencte the arivals in the time interva [r, t+1].
Then, a deterministic charaderizationis given by atraffic
constraint function A", which provides an upper boundfor
the traffic generated in agiveninterval, i.e.

AlT, T +t] < A"(D) Ot>0,07 = 0.

We cdl the minimum traffic constraint function an
empirical envelopeE’, i.e.

E'(t)<A(t)ot=00A (.

A common model for the function A'(t) isa series of n
token buckets, ead expressed as a (0, p; ) pair, where p
is the token rate and o is the token bucket size With this
type of charaderization, a traffic constraint function
assumes the foll owing form:

“(t) = mi -+ 0.
A (t)=min{o; + ot} €
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Figure 1a) An arrival function; 1b) E and two token buckets
for the arrival function in 1a).

Not all empiricd envelopes can be expressd in this
form, bah becaise it is a piecavise linea function, and
becaise it is concave. If we @@3ume that the arival
function dA(t)/dt is piecevise mnstant (see for example
Fig. 1a), the first issue is nat a problem. The oncavity
issle can be takled by applying a ncavizaion
algorithm to the empiricd envelope, at the st of losing
some information. The resulting function is cdled the
Hull of the empiricd envelope. Withou lossof generdlity,
we ca asaume that the p, deaesse, while the o,
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increase with increasing i. Figure 1b) shows an example
of how the empiricd envelope E’ is built starting from an
arrival function.

Note that in figure 1b) ead line g, + p;t is atraffic
constraint function, and

Hull . (t) = min{ai + pit}

is the minimum concave traffic constraint function.
Becaise the Hull loses osme information with resped to
the empiricd envelope, it is usualy described using a
much lower number of parameters. For example, when
considering the MPEG1 traceof the Jurassc Park movie
[11], which is made up o 40000 vdeo frames, the
empiricd envelope E' neads 40000 @rameters, whil e the
correspondng Hull only needs 47 (o,,p;) pairs, i.e. 94
parameters.

Ancther key comporent of a deterministic service is
the scheduling pdicy. Some interesting popasals for
schedulers are Weaghted Fair Queuing (WFQ), Earliest
Dealline First (EDF), Earliest Due Date (EDD) [12]. We
now briefly summarize how an EDF scheduler works.

Suppse we have a set J of flows described by
{A',,d};0s, where, for eath conredion j, A is the traffic
constraint function, and d is the maximum tolerable delay
for the delivery of padkets belongngto flow j. An Earliest
Dedlline First scheduler orders the sending queue so that
padkets with shorter deallines are transmitted first. The
aim of the scheduler is to send padkets within their
respedive deallines, without preemption: if d is the delay
relative to conredion j, and a padet for that conredion
arrives at time t, then it will be transmitted within its
assgred dealline t+d,. This implies that the sending
gueue neals to be reordered for eadr incoming padket.

Asame, for the sake of simplicity, that the link
cgpadty is equal to 1, and deallines increase with their
index, i.e. i <j O di de. Then {A*j,dj}jDJ is <hedulable
withou preamptionif and oy if the following hdds:

Ot:d, st<d,, t= %A}(t—dj)+maxsk, 2
J

kid, >t

where

rlrldakxs( =0
if t > dy and ead s is the maximum transmisgon time for
apadet from conredionk [13].

EDF scheduling is shown to be optimal in [13], in the
sense that if any padket scheduling method can med a set
of conredion delay constraints, so can EDF.

We onclude that, from a transmisson resources
standpdnt, the most efficient deterministic service using
token buckets is obtained using the most acairate token
bucket description d the traffic, i.e. the Hull, together
with the optimal scheduling pdicy, i.e. EDF. For this
reasson, EDF/Hull based service will heredter be cdled

TLDS (Theoreticd Limit for a Deterministic Service), and
will useit as a benchmark for estimating the dficiency of
aguaranteal service

3 DETERMINISTIC
INTERNET

SERVICES ON THE

This sdion riefly introduces the Internet Guaranteed
Service (GS) [2]. GSisatype of servicewhich guarantees
a requested bandwidth and, if the traffic conforms to the
spedficaions, ensures that no padkets are lost due to
buffer overflows in the routers, and that the end-to-end
delay upper boundis known. This type of service is
suitable for appli cations with red-time requirements, such
asaudio and video.

Since arrent GS implementations are based on the
RSVP protocol, we dso use RSVP to clarify service
implementation cetails. RSVP is a resource reservation
protocol designed for the Internet, which suppats
integrated services [14]. A primary design gal of RSVP
was to suppat multi casting, with recevers being able to
add themselves to a multicast sesson at will. Thus RSVP
is a recaver-initiated protocol, with the resource
reservations being made by the receévers. Here we outline
only the reservation aspeds of RSVP since they are
fundamental for understanding the protocol modificaions
proposed in the next sedion. Heredter the term flow will
refer to a stream of data traffic that is transported from a
sender to areceaver.

With RSV P, Path messages are sent from the sender to
al the recavers in the distribution list along the default
routing peth of the Internet. These messges contain
information abou the flow, heredter Tspec. A Tspec
describes the flow’s charaderistics in terms of two token
buckets. Spedficdly, a Tspec contains:

1. maximum padket size M
2. pe&krate, p

3. token bucket size b,

4

the token acawmulation rate, r and a few more
parameters which are nat relevant for this paper.

In addition the path messages contain an Adspec,
which describes the path charaderistics using two delay
parameters that can be modified by the routers traversed
by the Path message.

The recever uses the information in the sender’'s
Tspec and in the Adspec to dedde the level of resources it
nedds to reserve. The Resv message sent by the recever
retraces the path of the Path message and establi shes the
required reservation. The anourt of resources that need to
be reserved are afunction d:

User characteristics: Thisis related to the Tspec and
the end-to-end delay requirement of the recever.
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Network characteristics: These include fadors sich
as the number of hops on the path, the scheduling
poicy employed at ead hop, and the end-to-end
latency that is present. These fadors affea the
Adspec.

The user charaderistics consist of the Tspec, which
includes the M, p, b and r parameters, and d the Rspec,
which indicaes the level of resources that have to be
reserved for this flow. For now it suffices to say that the
Rspec is a rate R. Each router traversed by the flow is
asumed to behave acordingto afluid flow model with a
rate R assciated with this flow. This assumption is
optimistic and for this reason in the Adspec ead router
exports two parameters C and D, which indicae the
deviation d the router scheduler from a fluid flow model
operating at a rate R. For ead router i, the C; and D;
parameters are best described asauming the following
behavior of the router: the router first delays ead arriving
bit of Ci/R + D; time units and then serves it exadly at the
reserved rate R. This means that the delay experienced by
any bt of the flow in router i will not exceal
C/R+D;+ 1R One avantage of this type of
spedfication is that it allows a smple computation o the
end-to-end delay bound, gven the flowspec, the adspec,
andthe reserved rate R.

As will be shown in the next sedion, this reservation
procedure may result in a significantly subopgimal
performance, with resped to the fundamental li mits of a
deterministic service

4 USE OF THE GSTYPE OF SERVICE

Every router participating in the GS service dlocaes a
bandwidth R and a buffer space B for ead flow that
requests a GS type of service Using a fluid model
approximation d the traffic, one can say that the service
provides an end-to-end kandwidth R, and any flow that
conforms to a token bucket with rate r and depth b
experiences a delay equal to b/R, provided that B=b in
the first router.

In pradice the deviations from the fluid model shoud
be acourted for, namely padetization effeds, router and
link latencies, and line speed. Considering all these fadors
yields the following formula [2] for the end-to-end celay
bound d atraffic flow advertising a token bucket (b, r), a
pe rate p, and a maximum padket size M, to which a
servicerate Ris granted:

)= _R“(Ag(_prg R, M teip, @

with r <R<p

The Ciot and Dy parameters represent the total effed
of the deviation from the fluid flow mode. The former is
the rate-dependent delay introduwced by the network

(esentidly, the padetizaion delays), the latter is the
rate-independent term. From (3) we have that
d(R)deaeases as Rincreasesin [r, p], and its values at the
boundxries of thisrange ae

dmin = d(p):M+ Dtot
p )
dmax:d(r):m-'-Dtot' (4)

r

We cdl them dn, and dme becaise requesting R<r
would lea to an unboundd delay, while requesting R>p
can orly increse the rate & which a traffic unit is
delivered, so it isgeneraly of no pradicd interest.

41 CHOOSING
PARAMETERS

THE TOKEN BUCKET

In this ®dion we show that if the sender chooses the
token bucket parameters (M, p, b and r) withou knowing
the delay requested by the recavers, the resulting
allocaed rate R may be far from optimal. We begin by
studying the bandwidth uilization olainable with GS,
then we compareit with TLDS.

Suppase we know the enpiricd envelope of the traffic
generated by the sender, and we have computed its Hull:

Hull _. :E?i?n{ai + pit}.

The M and p parameters depend onthe padket size and
the minimum padet spadng, which in turn depends on
the empiricd envelope ad the link speed. The token
bucket parametersr and b can be tuned, for a given delay
bound,in order to minimizethe dlocated bandwidth R. A
caeful chaoice of the token bucket parameters can make
the performance of GS approach the theoreticd limit for a
deterministic service & defined in sedion 1.

For d O [dmin, dmex], €quation (3) is invertible, so we
can compute RO [r, p] as:

(bp—l’M)+Ctot(p—l’)

“@-0,)p-1)+b-M)’ ©

If we use

Hull . = Ll?lﬂ{“i + pit}

to charaderizethe traffic, the GS parameters shoud be set
to p=p, (provided it is no geder than the link speed),
b=0, andr = p,,where2<i<m. Since asin sedion 1,
0,<0; and p; > p; fori<j, we dso havep>r.

Let us show with an example how equation (5) can be
used. We onsider a link with 7.5Mbps' capadty, over
which a number of identicd flows are transmitted, ead

! We dose this value because, in its default corfiguration, the
software of the router we used for some laboratory experiments all owed
RSVP to reserve amaximum of 75% of the cgaaty of our 10 Mbit/s
Ethernet link.
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Figure 2: Number of connections using four different choices for (r, b).
with the characteristics of the Jurassic Park MPEG1 trace  being
[11]. We assume that we will make a number of iC
reservation requests for identical GS flows, until one is d= min[d'dmaxi]1 (o =0i ", Dy -

refused, for different (b, r) pairs. In figure 2 the number of
successful reservations, computed using equation (5), is
plotted versus the required delay bound, for (b, r) set to
the first four significant (o;, p;) chosen from those which
compose the Hull. Indexes i greater than 9 were not
considered, because they add nothing to the results in the
delay bound range of [0, 800] ms. Among the token
buckets with an index less than 9, four were not plotted
because the corresponding number of successful
reservations was practically equal to one of the selected
ones. Each piecewise-linear function relative to (o, p;)
covers the delay bound range [dmin, Omax.i] -

Let us now assume that the sender knows the Hull of
the traffic it is going to transmit, and has to choose the
Tspec parameters. We consider two possible situations. In
the first, which we label Gd (GS known delay), we
assume that the sender knows the delay requested by the
receiver. In the second, which we label GSmd (GS
maximum delay), we assume that the sender only knows
an upper bound for the delay that the receiver can request.

411 GSkdcase

If we know the delay bound d for the flow, we can
identify the (o, o, )couple which minimizes the allocated
rate R:

(6)

R=minR,

2<ism
where

,(Uip_PiM)"'Ctot(p_pi)
(J_Dtotxp_Pi)"'(O'i —M)7

R:

Note that while d;, does not depend on the choice of
the token bucket (0, p; ), we have dmaxi < Omaj fOr i <j.

As an example, suppose that the user needs a service
with a delay bound guarantee of 420 ms. Using equation
(6) to choose the optimal (g;,p,) for the cited MPEG1
trace, we obtain r = pg, b=0,, R=r. Infigure 2 we see
that the maximum number of connections for the given
link is 8, which was obtained for a delay lower than
requested, because dma g < 420 ms.

If the requested delay is 180 ms, the maximum number
of connections for the given link is 7 (see figure 2), and
this number is obtained for r = p,, b=0,, R=r. Here
also, the maximum number of connections was obtained
for adelay lower than requested, because dma s < 180 ms.

412 GSvd case

Suppose that the maximum delay that the receiver can
reguest is 800 ms. Since GS uses only one of the possible
(0,,p;) pars, and for each such pair the number of
possible connections versus the delay bound is a growing
staircase in [dmin, dmaxi], the pair which grants the
maximum number of connections at the right extreme of
the plotted range should be chosen. So we choose r = p, ,
b=0,, and R is computed using equation (5) depending
on the delay requested. If the receiver asks for a 420 ms
delay bound, from figure 2 we see that we only get 6
connections, instead of 8 as in the GSkd case. For a
requested delay of 180 ms, 4 connections can be set up,
while 7 connections were accepted in the GSkd case.
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Figure 3: Performance of TLDS, GSkd and GSmd for different
delay bound ranges.

Studying the GSkd and GSmd cases highlights that the
chaice of (o;,p,) coupe significantly affeds the
performance of the GS service Figure 3 compares the
theoreticd limit described in sedionl with the
performance that can be obtained from GS in the GSkd
and the GSmd cases, for two dfferent ranges of delay
bounds. The line labeled GSkd uses al the token buckets
in the Hull, while the one labeled GSmd uses a token
bucket chosen with the aiterion explained abowve in the
GSmd example. As before, the cgadty of the link is
7.5Mbps. We make anumber of reservation requests for
identicd flows, eah with the daraderistics of the
Jurassc Park MPEGL trace until oneis refused.

The graphs in figure 3 indicae that the dannel
utili zation for the GSkd case is very close to the TLDS
case, while GSmd may significantly underutilize the
network resources.

In the next sedion we define atype of servicewith the
same dficiency as the GSkd case, bu which dces nat
require apriori knowledge of the requested delay.

5 GSENHANCED

The &owve results highlight that the optima (b, r)
parameters can orly be dhosen if the delay bound asired
by the recever is known. We propocse a nowl
deterministic type of service to be used in the framework
of the RSVP signdling protocol, which we cdl GSn. This
type of serviceis an extension d the GS type of service

that is based on the medhanism for seleding the traffic
parameters presented in sedion 3. Only the cae of a
single sender is considered which is, for example, the
common case for a video-on-demand server. Multiple
senders are not considered in this paper.

The main charaderistics of GSn are;

e Deterministic guarantees, analogotsly to GS

» Better usage of the network than GS: for a given
range of user requested delays, usage is nealy
optimal

»  Tspec contains information about an arbitrary number
of token buckets

»  Rgpec contains an Rrate for ead token bucket
* Adspecisthesame asfor GS

*  Same scheduling algorithms asfor GS

* Samepdicingasfor GS.

Like GS, the Tspec contains a description d the traffic
charaderistics in terms of token buckets that define a
concave traffic constraint function. GS uses the maximum
segment sizeM and pek rate p, plusasingle token bucket
(b, r). GSn extends this charaderization with an array of
token buckets (b, r). This extension can make the traffic
constraint function close to the empiricd envelope for a
wide range of timeintervals.

Let usfollow the flow of information starting from the
sender. We asume asingle sender which, hefore starting
the transmisson, knawvs the empiricd envelope of the
traffic to be transmitted, and hes computed an array of n
token buckets (b, r), plus the maximum segment size M
and pe& rate p. The choice of the token buckets (b, r) is
made by the sender, either using the whaole set of token
buckets describing the Hull, or a meaningful subset
obtained, for example, with the procedure outlined in the
appendix.

Using these parameters, the sender buil ds the Tspec of
the traffic flow, and includes it in the Path messages that
it starts to send when it is ready to transmit. During its
journey downstream, the Adspec contained in the Path
message is updeted by ead traversed router, following
the same rules as with GS.

We @ame that the recever neals a deterministic
delay boundonthe recéved data, which it knows a priori.
Upon recetion d a Path message, in the cae of GS, a
recever uses the information carried in the Tspec and in
the Adspec to trandate its desired delay boundinto a
request for a rate R — see @uation (5). With GSn, the
same computations are performed for ead token bucket
(b, r) contained in the Tspec. Thus, the Rspec of GSn
consists of an array of rate values R, ore rate value for
ead token bucket of the Tspec. Using the sender’s Tspec
and the omputed Rspec, the recaver then builds a Resv
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Figure 4: Example of the merging mechanism for GSn.

message, and sends it upstream, following the reverse
path indicated in the Path message.

When a router recaeves the Resv message on a
downstream interface it merges the receved Rspec with
the dfedive Rspec already installed onthat interface The
merging rules are the same & those of GS, bu are gplied
row by row on the vedor R. In pradice for eah R, the
maximum of the receved and installed ores is chosen.
The Tspec contained in the recéved Resv messge is
egual to the sender’s Tspec.

The router then choaoses the smallest rate R, from the
array R contained in the Rspec, and passes it to traffic
cortrol, which triesto al ocae this rate on the downstream
interface The traffic control can implement the same
scheduling pdicy it uses for GS, using the token bucket
(b, ri) related to the rate R. If the reservation can be
installed, the router then merges the dfedive Rspec of all
the downstream (outgoing) interfaces, using the same
rules outlined abowe, and forwards the merged Rspec
upstrean.

If the reservation is successully installed al the way

along the path to the sender, data will begin to flow from
the sender to the recaver. At ead router along the path,
the scheduling applied to the data will be of the same type
as that used for GS, bu different token buckets may be
used at eat downstrean interface chosen from those
spedfied in the sender’'s Tspec. Given the procedure
outlined abowve, the receaver is guaranteed that its target
delay will naot be exceeaded.

The overal result of the merging processis that, on
eat downstream interface the optimum token bucket for
a GS type of serviceis chosen, that is, the token bucket
asociated with the minimum rate that satisfies the delay
constraints of the downstream recevers.

Figure 4 shows an example with ore server (the
sender) providing a traffic charaderizaion described by a
(p, M) pair (on the first line of the Tspec) and four (r, b)
pairs. Two routers, and five recevers with dfferent delay
requirements are wnsidered. For the sake of simplicity, a
null Adspec is assumed, i.e. ore with Cy = 0 and Dy = O.
In the figure, inside eab receéver atable with the Rspecis
shown, together with the desired delay bound @ed to

Table|: GSand GSh parameters.

GS GSn
Tspec r,b,p, M, m NIy, ..y My by, ooy by P, M, m
Adspec Ciot, Drot Ciots Dot
R(d) using formula (5) r<R(d)<p nm<R(d)<p
Rspec R S N, Ry, ..., R, S
merged Rspec’'s max(Rin), min(Sn) max(Riny), ..., max(Rin,), min(Sin)

scheduling token buckets

.M, (r.b

(. M), (ri, B)IR = min(Ry, ..., Ry
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build the table. At the downstrean interfaces of the
routers and the sender, a table with the installed Rspec is
shown, while & the upstream interface of the routers, a
table with the merged Rspec is rown. An installed Rspec
contains the four R values obtained by merging the
Rspec’s that have arived at that interface The smallest R
is highlighted because it corresponds to the single token
bucket used on that downstream interfaceto pdice and
schedule the traffic.

Table | summarizes the differences between GS and
GSn. The terms and parameters used in the table reflea
those of [2]. The two types of service ae very similar,
becaise GSn can be viewed as an extension d GS where
the Tspec parameter is vedorialized: setting n equal to 1
makes GSn identicd to GS.

Below are some properties of the GSn algorithm:

1. On ead downstrean interface the minimum R is
chosen which is compatible with the desired delay
bound of the recevers which are downstrean of
that interface

2. Traveling davnstream, from the sender towards a
given recaver, the sequence of the R values used
at therouter interfacesis nonincreasing.

3. Givenadownstream interface thereis at least one
of its downstream receavers that has a guaranteed
delay equal to its desired delay bound,computed
with formula (3). All the downstream recevers
have a guarantee & leest as gringent as their
desired delay bound.

As a wnsequence of the @owve properties, eadh
recever is conreded to the sender by a virtua channel
with a bandwidth R at least as big as is needed to
guarantee its desired delay bound. Moreover, on every
link, no more bandwidth R than neeled by the
downstream recevers is al ocaed. Thisinformaly proves
that the dgorithm provides the required guarantees, and
all ocaes no more than the necessary resources.

6 CONCLUSIONS

When credaing a deterministic charaderization o
traffic, in the form of atraffic constraint function A'(t), we
are facel with two dfferent sets of choices. The first
relates to the acaracy of the admission control test,
which is used to dedde whether a new reservation request
can be acceted. The send regards the complexity of
policing the traffic which isinjeded into the network.

A choice for the almisgon cortrol test that promotes
effedive use of the available link cgpadty depends on a
goodcharaderizaion d the traffic, that is one that alows
nothing more than the necessry resources to be dlocated.
The amisdon control test is dore only once d the
beginning d a transmisson, when the reservation request

is recaved, so its complexity is not an issue & far as the
performance of the network is concerned.

The seaond set of choices must be made regarding the
palicing and scheduli ng algorithm. These modues have to
process every single padket in the flow, so ther
complexity shoud be kept as low as possble in order to
obtain an accetable performance In particular, the
palicing algorithm has to chedk the traffic profile against
the available dharaderization, which has been provided
during the reservation plese, thus a high number of traffic
description parametersis unaccetable.

The best description d the traffic flow shoud thus be
a ompromise between the acoracy desired by the
admisson control and the simplicity desired by the
padlicing algorithms.

In this paper we have shown that using oy two token
buckets for policing daes not necessrily degrade the
utilization d the transmisson channel. If an acarate
charaderizaion d the traffic sourceis available, and the
delay boundrequested by the recaver is known, then it is
possbleto achieve a dannel utili zation that is close to the
theoreticd limits. Using GSn, the sender provides a
description d the traffic flow using an arbitrary number
of token buckets, and the optimal token bucket choiceis
performed by ead traversed router.

Since GSn uses two token buckets for pdlicing, it isno
more complex than GS as far the data transmisson is
concerned, which is the most criticd iswe for routers
performing pdicing. On the other hand, as far as
reservation state management is concerned, GSn is more
complex than GS, thus passbly exacebating scdahility
problems, which may be the «iticd isaue for routers at the
core of the network. Several approaches have been
envisaged for tadling this problem [15, 14, al of which
propose different criteria for aggregating the state of
RSVP flowsin the routers at the @re of the network, thus
dramaticdly reducing the importance of scdability issues.

The alded complexity of GSn with resped to GS is
dependent on the number of token buckets used for
charaderizing the source. An approach to choasing a set
of token buckets for GSn is discussed in the gopendix.

APPENDIX: SELECTING THE TOKEN BUCKETS

Charaderizing the traffic using the Hull as described
in sedion 1 may be unrecessarily complex for pradicad
purposes becaise of the grea number of token buckets
that are usualy necessary. We need a method to chocse a
smal number of significant token buckets, in order to
buld a traffic oonstraint function which is an
approximation d the Hull. The problem of reducing the
number of token buckets is expressed as follows:

Given an n-pieces linear function B',, find an m-
piecewise linear function B, with m<n such that
B'(t) =B (t) for all t > 0.

Preprint of an article to be published on the EUROPEAN TRANSACTIONS on TELECOMMUNICATIONS, VOL. ??, No. ?
8 Copyright 2001 by AEI. <URL: http://www.aei.it/>



GSn: anew servicetype for integrated services on the Internet

60

50
Hull ¢

4 token buckets
40 [

2 token buckets

30

20

Number of connections

peak rate
10

0 100 200 300 400 500
Delay bound [ms]

120

100

80

Hull g
4 token buckets

60 -

2 token buckets ————————————
20 E

peak rate

Number of connections

0 2 4 6 8 10
Delay bound [sec]

Figure 5: Effect of the number of token buckets on link
utilization for different delay ranges.

In order to seled the m token buckets we maximized
the number of conredions that an EDF scheduler could
dlow on alink o agiven capadty, for a given range of
delays [17]. Thisis not the only possble aiterion for the
seledion, and aher more general choices have been
proposed. For example, [6] approaches the problem from
a geometricd point of view, by trying to approximate the
empiricd envelope @& much as possble, with the
constraint of a given number of token buckets.

Seleding m token buckets from a set of n is generally
a mbinatorial problem whose mplexity s
propational to

N nl
EHE_ m(n-m)’
We used a heuristic dgorithm [6] to reduce the
complexity to more manageable propations, at the st of
maybe only finding an approximation d the best solution.

Figure 5 compares the link utili zation when the traffic
charaderizaionfunctionis

Hull_ (t),

with the utili zation olained using 1 (pe&k rate only), 2
(GS), and 4 token buckets. We asaumed the parameters
used in [4], i.e. a link with 45Mbps capadty, and
identicd flowswith the charaderistics of the Jurassc Park
MPEGL1 trace[11]. Good performances are obtained using
as few as 4 token buckets, that is, the pe rate plus 3
other ones chaosen using the &owe aiterion. In the cae

depicted, the cae of 8 token buckets is indistinguishable
from using the whale Hull.
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