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Abstract - A modified version of the datagram capacity assignment of the FODA access schel
named FODA/IBEA, is briefly presented. The main difference from the previous version (besides
fade countermeasure feature) is the possibility of the system to migrate, depending on the ov
loading conditions, from a sort of fixed TDMA (called pre-assignment mode), in which each acti
station shares the spare capacity with all the others, to a more complex mechanism. The respor
the system to a step of traffic at one of the active stations is studied, and the analytical expressic
the most significant variables are derived. The results of the analysis are first compared with
experimental ones and then used to show the sensitivity of the system's behavior with respect to
parameters. The possibility of adopting the capacity allocation algorithm in a distributed mode is ¢
discussed.
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1. Introduction

In [1] the FODA (Fifo Ordered Demand Assignment) satellite access scheme in TDMA (Tir
Division Multiple Access) was presented, together with the performance obtained with the simulat
study and the experimental results of three prototype units on satellite, working at a constant spe:
2 Mb/s. This system was designed to optimally share the capacity of a geosynchronous satellite

pipe channel among many stations on a demand-assignment basis. Both isoclsivean) a§nd



anisochronousdatagran) traffic were supported. FODA was then modified to support rain fade
countermeasure techniques based on the adaptation of the energy per information bit to

individual link status, which depends on atmospheric conditions. This made the system patrticul:
suitable for employment in Ka band, which is heavily affected by rain fading. In the new system

total attenuation of each link (up-link plus down-link) is compensated for by varying the transmissi
power, coding and bit rates. A multi-channel TDMA access is envisaged to fully exploit the satel
transponder capacity. The transmission power variation must therefore ensure a constant back-
the transponder input, to avoid excessive intermodulation noise. The power control can thus be us
compensate up-link attenuations only, while the total compensation is completed by varying

coding and bit rates as well. The name of the new system is FODA/IBEA (Information Bit Ener
Adaptive). The presentation of the system and the performance of the fade countermeasure mechi
can be found in [2, 5]. The performance of the prototype, in terms of jitter on stream data
datagram assignment algorithm behavior, is outlined in [3] in which the results of measureme
obtained on the ITALSAT satellite with four working stations are shown. The datagram assignm
algorithm behavior was investigated with simulations, using four different traffic models: fixed rat
Poisson, two-state Markov modulated Poisson and fractal. The simulation results reported in [4] s
that the most critical traffic type is Markov modulated Poisson with time parameters that force
system to work permanently in a transient condition. Demand assignment schemes for the cap
allocation of geosynchronous satellite channels suffer from a considerable delay between the re:
and the allocation. To combat the effect of this delay, a model of the system was derived which
very helpful when designing the system. The aim of the present paper is the presentation of this n
to study the effect of a step of traffic at one of the stations. In order to select the above mentic
event alone, all the other stations are assumed to be in steady state conditions and loaded with
rate traffic. Under linearity conditions we will see that the step of traffic only affects the station whi
is loaded with that step. The transient effects, in terms of delay and queue length, as well as
sensitivity relevant to certain system parameters can thus be analyzed simply by considering
station that experiences the transient.

For the sake of comparison with FODA/IBEA, some other access schemes are referenced [7-13].



In Section 2 of this paper, the datagram assignment algorithm is briefly described, including a rece
adopted feature callgate-assignment modehich significantly improves the end-to-end delay during
the transient, when one of the active stations passes from an unloaded condition to a constan
traffic. In Section 3 the system is modeled and the analytical expressions, which give the temg
functions of the queue length and of the end-to-end delay, are derived using the Laplace trans
method. In Section 4 the analytical results are compared with the values measured using the s\
prototype on the satellite and some results from the analysis are shown to justify some system dt
features. The adoption of a distributed algorithm for the capacity assignment is considered anc

performance is compared with the centralized algorithm as well. Conclusions are drawn in Section

2. Thedatagram assignment algorithm

A master station is responsible for system synchronization and for the capacity allocation on req
from the traffic stations. These tasks are accomplished by sending a reference burst which contair
burst time plan (BTP), at the beginning of each 20fmame The BTP is the transmission window
layout allocated on the traffic stations' request basis. Only one window is allocated for each reque:
station, in order to save the overhead due to the rather long preambles needed by the modem fo
burst synchronization. Inside the transmission window the traffic stations multiplex data coming fr:
different applications of both stream and datagram type. Data packets generated by each applic
are sent in sub-bursts, adapting the coding and bit rates to the current condition of each individual
and to the BER required by each application. Broadcast and multicast transmissions are
supported. In this case the worst link status is considered to adapt the transmission parameters
transmission bit rate can vary from 1 to 8 Mb/s and the coding rates used are: 4/5, 2/3, 1/2
uncoded.

While the delay of the stream traffic must be kept as low as possible and with constant packet i
arrival times, the delay of the datagram traffic is not so critical. In any case it must be investigate
order either to tune-up efficient application protocols or to implement suitable congestion con
mechanisms, which are required to improve system stability.

Stream capacity is guaranteed by the system, i.e. once the request has been accepted the assigr



maintained until released by the user. The total stream capacity is allocated up to a maximum vi
the remaining amount of the capacity is devoted to the datagram. The algorithm for the datac

capacity allocation does not depend on the presence of stream data in the frame.
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Fig. 1. Average end-to-enclhy (10 stations), versus channel load, for
various values of H. The system is loaded with Poisson generators.

The channel load includes the packet headers.

The request for a datagram transmission window, sent by a traffic station, is proportional to the tr:

I coming into the station plus the backlgg i.e. the volume of data waiting for transmission on

satellite. We have:

r=q+ Hi )
where H is a temporal constant of proportionality. Simulation results, obtained by loading the chan
with Poisson generators of datagram traffic for 10 stations (Fig. 1), suggested using 0.4 s as the
compromise for thel parameter. This value, in fact, gives the best performance at high channel loa
while it does not significantly increase the delay, at low-medium loads, with respect to lower values
Datagram requests are issued as frequently as possible, to update the master station about the

changes in the traffic situation. The requests are piggy-backed with the data, when an assign

already exists for the requesting station, otherwise they are sent by using a control window wt



assignment is guaranteed with a minimum frequency.
The master organizes the requests of all the traffic stations mbg,awhich it scans cyclically to
compute the assignments. Any datagram request received from the same station replaces the prt

value. The length of the assigned transmission windois proportional to the request in a range of

values between a minimuw,,,;,) and a maximum(w,,,,) . We have:

w=min(w,,,,, maxw.,, f r)). (2)
The coefficientf has been chosen, for the current implementation, equal to the number of act
stations N divided by 100, with a minimum of 0.05 and a maximum of 0.5. The threshpldas
been introduced for efficiency purposes. It prevents the information part of the allocation from be
too small in comparison with the transmission overhead, due to preambles and headers. The thre
Wnhax Prevents a heavy loaded station from removing too much capacity from the other stations.
After each assignment, the datagram request is decreased by the assignment itself, and the next 1
is analyzed, if space is still available in the frame. The first assignment that does not entirely fit
current frame is considered as first in the next frame, where the rest of the computed amou
assigned. All the space up to the end of the frame (if insufficientd@nianum assignmehts given
as an over-assignment to the last processed station.
The ring is not scanned more than once in a frame. Weassijnment cyclea complete scan of the
ring. Thus, no more than one assignment cycle is made in a frame. If space is still available ir
frame after an entire assignment cycle, that space is shared among all the active stations, incl
those stations which had no datagram assignment in that frame.
The datagram assignment algorithm was studied to allow a quick response time to traffic spikes ¢
station input. When the system is lightly loaded, its behavior approaches that of a fixed TDMA. T
situation is callegpre-assignmenmode. The system gradually migrates towards a “pure” FOD/
assignment scheme when the channel load increases beyond a certain limijpreadlsdignment
limit. A moderately loaded system can absorb abrupt traffic variations without appreciable del
because each traffic station has some spare capacity.
In pre-assignment mode the assignment cycle is always one frame long, and some spare capa
always available to be shared among all the stations. When the assignment cycle exceeds one

capacity is no longer available to be shared.



3. Linear analysis

For the linear analysis of the system let us make the following assumptions. Only the stal
considered has a variation of the input traffic at the @, which is assumed as the reference time.
The station may have a pre-existent constant rate traffic. All the other stations run with a constant
traffic and the whole system is in a steady state condition at thett#@eAll the variables considered

are assumed to be continuous as opposed to discrete, like they are in reality. In particular,
allocations are assumed to be uniformly distributed in time, so no effect due to the duty cycle less
one is considered and the concept of frame is not taken into account. The allocation quantities mu

in the linear zone between the lower and the upper thresholds of the assignment.




c(t)= c is the pre-existent fixed rate traffic;

o(t — a) is a delay operator giving the outpiift — a) when solicited with an input function(t).

It models the effect of the satellite channel delay;

T is the interval of time between the request sending time and the allocation receiving time. It
been approximated for simplicity to a constant value equal to the duration time of a double rou
trip plus a frame. The transfer time, i.e. the satellite round-trip-time plus some overheads, has |
assumed to b& / 2;

q(t) is the queue of the data waiting to be transmitted, i.e. the backlog;

a(t) is the part of the transmitted traffic that relates to the transient, wii)e O;

e(t) = i(t) - a(t) is the traffic not transmitted. It is responsible for the queue variation;

o(t) is the total traffic that has been transmitted to and has arrived at the destination station,
c(t)+a(t) delayed by a round trip;

d; (t) is the total amount of data that has entered the system since the time t = O;

d,(t) is the total amount of data that has arrived at the destination station since the time t = 0;
S is considered closed whilg(t) > 0, and open wheq(t) becomes 0. It is considered closed
again whenre(t) becomes positive. Whil§ is open the assignment is greater than the request;

S selects the system working in pre-assignment mode (position 1) or non pre-assignment n
(position 2);

H is the factor that determines the weight of the traffic in the user request;

r(t) =q(t) + H i(t) is the user request amt{t) is the functionr(t) delayed by the tim& to take
into account the delay between the request and the assignment;

K is the assignment coefficient. The master station assigns a fractminthe user request
whenever the requesting station is scheduled. We thus have:
K=f/T,, (3)
where T, is the allocation cycle duration, i. e. the time between two consecutive allocations to i

same station. When the system works in pre-assignment mode the assignment is made in

frame so T, = Ty . We denote by
K'=f/T; 4)

the assignment coefficient in pre-assignment mode;



« X(t) is the resulting over-assigned capacity wieis closed. It is the sum of the pre-assigned
capacity due to the redistribution of the spare capacity, denote@ yand the contribution due to
the constant traffic before the transient, which is the difference between the previous assignr
and the capacity used by the pre-existing constant traffic. We have
x(t) = p(t) +(HK* -1 c in pre-assignment modpe(f) >0), or (5)
X(t)=(HK-1) c in non pre-assignment modgt) = 0)

The capacityx(t) is assigned since the time=0. The contribution due to the pre-existing traffic

was thus considered separately from the transient step. It is assume( )tkad;

In pre-assignment mode, the residual capaCjtft) is divided among all thé\ active stations, thus:
p(t)=C (1) /N,
When the station considered receives the assignment for the transientstfie ' (t), C(t)
becomesC, (t) = C, —a(t), whereC, is the residual capacity before the transient.
We thus have
a(t)=(C, -K'r'(t))/N+(HK" =2)c+K'r'(t), from which
at) = p+(HKNl_l—1)c+ K PO ynere:
K=K (1-1/N), (6)
p =C,/N.
The model is thus simplified because it is the same as considering the pre-assigned capacity equi
constant p and an assignment coefficikngiven by (6), as depicted in Fig. 2.
The linearity conditions are verified provided that the assignment for the transient traffic is
§(t)<C, +(HK" -1)c. 7)
for all the transient duration. In this case all the other stations are not affected by the transient, be«

it is absorbed by the spare capacity and the station considered receives an assignment proportic

the request.

In non-pre-assignment mod€, = 0 andT, has the form

N
Ta=[f (G +H in)l/Ca, (8)
1



where C, is the system capacity reserved for datagragyrandi,, are the queue and the traffic at the
n'" station, respectively. Substituting (8) in (3) we have:
N

K:Cd/Z(qn+H in)- 9)
1

In this case the linearity conditions are not rigorously satisfied Kn$ generally a variable
coefficient. However, if the amplitude of the transient traffic is sufficiently small with respect to tt
sum of all the other requestK, can be approximated to a constant and the analysis still gives vall

results.

Looking at Fig. 2 we can write the following system, wifjes closed

x(t) = p+(HK* -1 c, or:
x(t)=(HK -1) c, for p=0
a(t) = ut =) [K[[it~T)~a(t=T)] d(t=T)+HKi(t=T)+x(1)

o) = j;[i(t) —a(t)]dt
4 ()= I;[c(t) +i(]dt (10)

o) =u(t-T/2[ctt-T/2)+alt-T/2)]
dy(t) = J;O(t)dt.

Denoting with capital letters the Laplace transforms of the temporal functions and assuming :

initial conditions, the transforms of the system (10) become

X(s)=p/s+(HK" -1) c/s, or:
X(s)=(HK -1) c/s, for p=0
-sT
A(s) = [1+sH]Ke I_(SsT) +sX(s)
s+TKe
_[1-HKe™3']I(s) - X(9)
Q(s) = <rKe ST (11)

D/(9) = %[C(s) +1(9)]

[1+sH]Ke XT*T/2)(5) + 75T 25(s)

O(s) = e S"2¢(s) +
() (s) st ke ST

s
o

Dy(s) =



Considering the case of a step of input traffic with amplitude i, beginning at the instGntve have
[(s)=i/s.
Applying the final value theorem:

lim f(t) = lim sL{f ()}

oo s-0

to the third of (11), we get the steady state solution for the queue length

_(-HK)i-p-(HK'-Dc 12)

lim q(t)

fim q(t) = (1- HK)(i +¢)
t-o K

forp=0.
In non-pre-assignment mode (p = 0) it is possible to get a null queue and a null queuing delay, v
steady state is reached, if
HK > 1, (13)
S0, substitutingK given by (9) in (13), we get
N

H Cy/ ) (g, +Hi,)=1.
2
Considering nullg,, for each n, the above condition becomes

N

z in <Cy, (14)

T
as already seen in [1].

For the pre-assignment mode (p > 0), let us replace the notation of i and c (the transient anc

constant traffic parts of the considered station) wigh and i,., respectively. So we have:

I, =1+c=iy +i.. The pre-assigned capacity p can thus be expressed as

p={cd—K*[Hi1c+ql+§<qn+Hin>1}/N- (15)

Substituting p, given by (15), in the first relation of (12), the condition to get a null queue becomes
N
(A= HKly £{C, =K [Hiz, + (G + HI)B/N = (1= HKOi, (16)

Substituting (7) and (4) in (16) and considermgnull for each n, (16) becomes

10



N
fH,. fH .
1-—)is <(Cy—— ) iy)/ N,
=g s G Y

from which we see that, if

fH
—=1, 17
T, (17)

I, has no limitation, provided that the condition (14) is respected.

If fH/T; >1the system works in pre-assignment mode while
N

. T
i.<—C 18).
Zn - Ca (18)

When the load increases beyond the pre-assignment limit given by (18), the system works in non
assignment mode and the proditi” tends to unity as the system load tends to maximum, i.e. whe
the condition (14) tends to equality.

The conditionfH / T4 <1 is peculiar and more restrictive for the linear analysis validity. The syster
always works in pre-assignment mode, but as the load tends to the maximum, i.e. when the conc
(14) tends to equality, it must bgs C4/ N, so:i, <C,/N-i,.

It seems that the conditionfH / Ty =1 is the best, because each station has a pre-assigmeadf
spare capacity to absorb moderate transients of traffic immediately, while, in case of greater transi
up to the entire spare capacity is devoted to the requesting station by the allocation mechar
However, as it is reasonable to think that each station traffic has an order of magnitude proportion
1/ N, when the system works with a high number of stations the conditibhT; =1 may cause too
many allocations to fall below the lower threshold of the assignments with a consequent compres
of system dynamics and a waste of capacity. That is why we chose tofrigk@portional toN.
More precisely, we chose to fix the factdr as the best result from the simulation ahd= N/100

with a f min = 0.05 andf max= 0.5 With H = 0.4 andT; = 0.02 the resultis alwaysfH /T =1.

The above analysis is valid fog(t) > 0. After that the model changes aBdopens. However, in
order to find the conditions fog(t) = 0, the analysis is still valid, because org{¢) reaches the zero

to o
value, under the conditions (7) or (13), it remains null.
The temporal functions which express system behavior during the transient are obtained by inve

the transforms (11) (see Appendix). We have

11



I . j . A e .
q(t) = zjﬁ(l =XNt=(-DTPut-(j -DT)K! ™ =iHKI (t = jT) u(t - jT)}
=

d(t)=(c+i) t

oft) = u(t —%)c+ g%iw (t—jT —%)H[t F(H-T)j —%]u(t T —g) + o)

XK= () = DT =21 ut = -DT )}
H T j+l
[- 1]1—1 t=iT-7)

T o T
(KT 2 H((t- T -=)Jut - T -2)]+
K[ o (T = ) T T - 5)

.
d,(0) = Ut =)t =)+ z
XK (t- (] -1)T-5)i u(t- (-2 -}

where:

x=p+(HK -1) ¢ or

X =(HK-1c forp =0.
Expressions (19) contain summations of infinite terms, but these summations can be truncated ¢
jth term without losing any precision within the interval of tims:©< jT. This method is
particularly suitable for analyzing temporal functions over limited intervals of time such as transient
The end-to-end delay experienced by the data in the satellite network crossing is the sum o
queuing delay and transfer delay. It can be computed as the diffarericgvheret is such that:

do(7) = (1). (20)
To plot the delay as a function ofmay be difficult. Although gettingj (t)is straightforward, from
the second relation of (19), the solution of equation (20) is complex for high valyedtak thus
preferable to plot the inverse function of the delay, i.e., after fixing a valua, oby
computingd,(7) directly, from the last relation of (19) and then computiras the inverse function

of d(t). Substituting the second relation of (19) in (20), we have

12



4. Results

4.1. Model validation

To check the validity of the present analysis a comparison was made between the analytical
experimental results. In Figs. 3-5 the queue length and the delay as a function of the time are repc
together with the traffic of station 1 which experiences the transient for three different loadi
conditions of the system. For two loading conditions (Figs. 3 and 4) a comparison between statio
and 2 of the measured queue and delay are reported as well. Three active stations were used |
tests. The values measured are averaged over the interval of time indicated by the symbol
eliminate the superposition of the saw-tooth due to data traffic packetization, the transmitting d
cycle, and frame effects. This allows an easier comparison between the analytical and the experin
results.

In Fig. 3 condition (7) for the linear analysis validity is fully respected. The results are practically
total agreement. The measured values are slightly higher than the theoretical ones, because the
cycle and the frame effects are not considered in the analysis. In this case the assignment to static
fully proportional to the request for all the transient duration, according to our model. The otl
stations are not affected at all by station 1's transient as can be observed in Fig. 3b. In the case ¢
in Fig. 4, condition (7) is not respected all the time. In fact, a small hump can be observed, on
values measured at the station 1, 2 s from the beginning. This is due to the system reacting t
transient. For a while the assignment cy€lgbecomes bigger thaifi;, causing a drop in th&
coefficient. This effect is not considered in our analysis. The other stations are moderately affecte
station 1's transient (Fig. 4b). In the case shown in Fig. 5 we are well beyond the validity of the lin
analysis. In this case the queue and the delay eventually diverge. We attempted to make the ana
results fit, using &K coefficient of 1.4. Initially a certain agreement is observed, but after the syste

has reacted the results diverge as expected.

In Fig. 6 all the quantities expressed by the relations (19) are plotted, for the same conditions as Fi

13
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Fig. 3. Queue and delay versus time during a transient due to a 1 Mb/s traffic step at one of
three working stations. a) Comparison between the analytical and the experimental results ¢
station 1. b) Comparison between experimental values at station 1 and 2. The linearity
condition is fully respected.
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Fig 4. Queue and delay versus time dgi@ntransient due to a 1.37 Mb/s traffic step at one of
the three working stations. a) Comparison between the analytical and the experimental resu
station 1. b) Comparison between experimental values at stations 1 and 2. The linearity cor
is not respected for the entire transient.
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Fig. 5. Queue and delay versus time during a transient due to a 1 Mb/s traffic step at one of
three working stations. The linearity condition is not respected.
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Fig. 6. All the analytically derivetemporal functions, during the transient case in Fig 3.

4.2. Model applications

Considering the field in which the linear analysis is valid, let us now look at some comparative res
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which are useful for sizing the system parameters.
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Fig. 7. Comparison between pre-assignment and non-pre-assignment modes, for both pre-
loaded and non pre-loaded stations. The delay is plotted as a function of tre) tmae.
system is 83% fulb) the system is 71% full.
In Fig. 7 the delay-versus-time curves are compared with the system working in pre and non-
assignment modes, respectively. These curves highlight the importance of working in pre-assignr

mode. In fact, the gain in the non-pre-assignment case when the station works with a pre-exis

traffic, equal in size to the transient step (c = i), is very small, while the maximum delay in the p
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assignment case, when the station is not loaded at the transient step time (c = 0) is significantly |
than the one experienced in the pre-assignment case. This result becomes more evident with a
load in the system (ca$&®. Note that the maximum delay and the ratio between the maximum and tl
average delay are parameters which significantly affect the performance of applications that
datagram such as bulk data transfer.

In Figs. 8-10 the delay-versus-time curves are plotted for different values Bf thetor in non-pre-
assignment mode. Figures 8 and 9 refer to the system when it is loaded to the maikerh)( and

the station is working with ¢ =i and ¢ = 0O, respectively. On the other hand, Fig. 10 shows a
loaded systemHK K = 1.3); the delay curves are plotted for two values ofHh&actor. The delay
improves with lower values ofl , which means higher values &f, as the producH K is constant

for a certain loading condition. However, the linear analysis does not consider system efficiency
higher value ofK, from (3), means a shorter assignment cyi¢leAs the overhead due to the sum of
the preambles is the same for the same number of stations, the efficiency worsens with lower valu
H . This behavior is well confirmed by system simulation. Figure 1 shows that, for a low load in t
system, the delay improves witH decreasing, in agreement with the linear analysis, while it
improves with Hincreasingwhen the system approaches saturation and the efficiency influenc

becomes predominant.

0.9
0.8+ HK =1
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0.7- \\\ c=0
T 064 jog2 o
> : N
3 NN
8 o5 H=0.3 N
oad H=04 \\i S
S H=05 ERRSNRNY
0.3 NN
77777 H=0.6
0.2 T T
o —
Time [s]

Fig. 8. Comparison of the delay-versus-time curves, during the transient, for different values
H, in non-pre-assignment mode. The station is not loaded before the traffic step. The systen
fully loaded.
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Fig. 9. Comparison of the delay-versus-time curves, during the transient, for different value:
of H, in non-pre-assignment mode. At the traffic step time the station has a load of the same
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Fig. 10. Comparison of the delay-vergime curves, during the transient, for two valudsH,
in non-pre-assignment mode, for both non-pre-loaded and pre-loaded station cases. The sy

is 72% full.
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So far we have considered the system working in centralized mode. This means that the master s
Is responsible for both the system synchronization and the channel capacity assignment.

technique gives good stability to the system, but introduces a delay between request sending
assignment reception in the order of two round tripgpérameter). The introduction of a distributed

technigue for the capacity assignment is very attractive, because in this case the paraimeter
practically halved. In the solution proposed in [6] the master station is still responsible for syst
synchronization, while each station computes its own assignment of the capacity by considering
requests of all the stations, which are sent in the signaling messages. In this way one round trip tit
saved in the request-allocation delay. Figure 11 shows the considerable gain during the transient i

performance of the distributed case with respect to the centralized one.

0.3 0.45
= I
5 Input traffic
S '7777777777777777777717\777j: 777777777777777777777
= " ——Delay(centr.) | 0.4
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] N ; —
hd i 2N T (dIStr.) =0.29s 0.35 —_
2 . | A
2 017 “—Delay(distrib) "
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3 /i=1Mb/s
& Jc=i p=05i —Queue (distrib) \
HK =1 K=K (N-1)N
0 | 1 T 0.25
o._
Time [s]

Fig. 11. Comparison between centralized and distributed modes of the capacity allocation. 1
gueue and the delay are plotted as functions of diamang the transient, due to a step of traffic
at one of the three working stations. At the traffic step time the station has a load of the sam
amplitude as the traffic step.
The drawback of the distributed systems is the possible worsening of the overall stability due to
higher probability of losing signaling messages. In fact, each station is able to compute its assigni
only if the reception of all the other stations’ requests is correct. If there are losses the station is

allowed to transmit for one frame. This problem may become significant if the transmitting sigr

fades, due to bad atmospheric conditions, which reduces the Eb/No (bit energy over one-sided
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power spectral density) available at each station’s receiver. This problem is studied in [6] an
solution is given, based on making the signaling messages redundant. The probability of the lo:
signaling messages is evaluated for various numbers of active stations, considering the
attenuation distribution probability. Techniques to recover from situations caused by signali

message loss are studied as well.

Minimum Eb/No [dB] [ ng=2 ng=3 na=4
7 410° 410’ 410°
8 1.710° | 310° 5 10%

Tab. 1. Signaling message loss probability for different Eb/No ratios and redundancy coefficients.

Centralised
0.6 Size of traffic
step equal to the Distr., n;=4
pre-existent traffic
System loaded at 83% -------- Distr., n;=3
0.5
s SN Distr., ng=2
>
©
©
)
0.4+ ~.
0.3
T T T T T
o N <l‘ QO [c0} -
o o o o
Time [s]

Fig. 12. Delay versus time curves, during a traffic step, for both centralized and distribu
systems, with different values of.nThe system is loaded at 83%, N>>1, and the statiol

which experiences the transient is pre-loaded with a constant rate traffic.

The most significant results given in [6] are summarized in Tab. 1, in which the probability that one
the 32 stations considered loses one of the allocation requests is given for two values of the minir
operating Eb/No and three values on the signaling redundancy facidrencoefficient gindicates

the number of consecutive frames in which every station sends the same allocation request. The
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of this procedure is to freeze the allocation computing mechanism, foames, thus increasing the

parameterT. In Fig. 12 the delay versus time during the transient, for the distributed system,
reported as a function of the parametgrand compared with the centralized case. We can see thi
considering the factorgr= 3, which gives a very acceptable loss probability even at an Eb/No of 7 dl
the performance gain of the distributed system with respect to the centralized one is still consider:
This result is confirmed by the complete simulation study for the performance comparison betweer

datagram assignment algorithms of the two types of system reported in [4].

5. Conclusions

The datagram capacity assignment of the FODA/IBEA access scheme has been described
analytical study of the system working in linearity conditions has been carried out to investig:
transient behavior, when a step of traffic is applied to one station. The analytical results have
compared with the experimental ones, showing good agreement under certain conditions.

The analytical results have been used to show the improvement in the end-to-end delay workir
pre-assignment mode, when the station considered has no load before the traffic step. Problel
system efficiency lead, however, to a compromise in sizing the parameters that determine the lin
the pre-assignment modé factor) and the weight of the traffic in the user requéktféctor). To
tune up these factors the results of system simulation have been taken into account.

The possibility that the system may work with the capacity allocation algorithm distributed among
the stations, instead of centralized on a master station, has been pointed out. This feature, which ¢
the access scheme being partially redesigned, seems to be attractive due to the significant reduct
the queuing delay during traffic transients. A full investigation of distributed algorithms and

comparison with centralized algorithms are made in referenced papers.
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Appendix

The following L-transformed expression of the queue length

[1- HKe™T]I(s) - X(s)
s+Ke™'

Qs) =

can be written as

Q9 = (i —x-ie‘“)i[—l}i(5)"e'1“}
s £ s

from which the inverse transform, giving the temporal function is easily obtained

iy . i . i1 i i :
q(t)=ZH[ =00 =G =DTV (= (- DTKI =K (- T u(e = 7).
=1
The followingL-transformed expression of the system throughput

[1+sH]Ke™ T2 (s)+e"? s X(s)
s+Ke™'

O(s) =e*"?C(s) +

can be written as

O(S) = Ee—STIZ +i2{[ |K(1+ SH)e-'s.(T+T/2)) +XS e—sT/Z]Z[_l]j (E)J e—jST}
S S = S

from which the inverse transform giving the temporal function is easily obtained

o(t) =u(t - )C+ Z%‘K' (t- g)i‘l[t +(H=T)] —%]u(t T —%) +

it T Vs T
XK= (=0T =21 ut = (=0T =)
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The following L-transformed expression of the total amount of data transmitted and received by
destination station

Dy(s) = %

can be written as

DO(S) :S%e—STIZ +S_]:;{[iK(1+SH)e-s(T+T/2))+XS —STIZ]Z[ 1] ( )Je JST}

from which the inverse transform, giving the temporal function is easily obtained

(t-iT - )
[1]1_11' j E i _IJ — _I
e Ul L Ot L

.
4O=ut- -+

(VT IV (T -
K- -DT 2) ut-(j-nT 2)}
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