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SUMMARY

Most demand assgnment TDMA® satellite access protocols use centrali sed-control access
schemes rather than dstributed ores because their simplicity and robustness usually
compensate for the longer alocaion ddlay. Starting from the FODA/IBEA® centrali sed-
control protocol, we studied two dstributed-control protocols, named DRIFS3 and
FEEDERS® respedively, for accessng a geostationary satellite channel. Multimedia traffic
and faded environments were mnsidered in the study d both the acces €hemes. This paper
presents the DRIFS proposal, together with the recovery procedures from criticd events,
whose handing is central to the discusson d a distributed satellite acces protocol.
Probabilities of such events are dso estimated. Reference [12] presents the FEEDER
propacsal, while in [13] the reader can find the results of a cmparison ketween the two
schemes obtained by means of simulation.

KEYWORDS Satellite acces €heme Distributed control ~ Capadty all ocaion on
demand Fading MultimediaTraffic

1. Introduction
Allocaion on @mand protocols are based onthe asumption that ead station in the network
recaves a share of the global network capadty that depends on its needs. For TDMA satellite

() Time Division Multiple Access

(@ Fifo Ordered Demand Assgnment/Information Bit Energy Adapter

() Distributed all ocation with Request In Fixed Slots

(4) Faded Environments Eff edtive Distributed Engineering Redundant Signalli ng
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access the share of ead station corresponds to a time slice in the time frame. Some sort of
control is neaded to take into acmurt the requests and to assgn ead station its transmisson
time. If a master station listens to all the requests, and then computes and kroadcasts the
resulting allocations, the system has centralised control. If al the stations independently
listen to every other station request, and then compute the transmisgon time positions and
lengths using a common agorithm, the system has distributed control.

Centrali sed control is more robust, because every station orly neels to listen to the master in
order to know when to transmit, while distributed control entails ead station listening to all
the requests. In a faded environment, where some stations may receve alow power level
becaise of bad atmospheric condtions, a station may nat be le to corredly receve the
faded stations' requests. In this case, the burst time plan (BTP), i.e. the layout of the
transmisgon all ocations, canna be computed, and the station canna transmit withou risking
a ollision, with a cnsequent loss of throughpua. Some methods of recvery from this and
other possgble scenarios must be devised to make the system reliable. This explains why
distributed control protocols are more cmplex than centralised ores, when a mmparable
robustness level has to be adieved. Even if robustness neals are satisfied, however,
distributed control overheads are usually higher than thase needed by centralised control. On
the other hand, a distributed scheme is advantageous from a delay paint of view, because eab
station can compute the BTP only one roundtrip time (RTT) after it has made arequest for
bandwidth, i.e. about aquarter of secondfor geostationary satellit es.

In this paper we describe the DRIFS distributed scheduling algorithm together with the
relevant rewmvery procedures. The acces sheme presented alows the simultaneous
transmisgon d bath conredion aiented red-time data (stream data) and conredionlessdata
(bursty data), i.e. it suppats multimedia traffic. Since different names are alopted to define
concepts that are very similar in pupose, in the text we use the ATM Forum TM4.0 (“ATM
Service Category”) clasdficaion for the traffic caegories, while in the footnotes the
correspondng ITU-T 1.371 (“ATM Transfer Capability”) clasgfication is given. The traffic
deriving from constant bit rate (CBR)® and variable bit rate (VBR)® applicaions, such as
videoconferencing, interadive audio, audio/video dstribution, audio/video retrieval, native
ATM voice etc., belongs to the stream type of traffic, together with data generated by
applicaions that have the aility to reduce or increase their information rate if the network
requires them to doso (ABR -avail able bit rate- appli cations)(.

() Deterministic Bit Rate (DBR)
(6) statisticd Bit Rate (SBR)
(") Same namein ITU-T
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Applicaions for text/data/image transfer, messging, dstribution, retrieval and remote
terminals typicdly generate traffic belongng to the unspeafied hbit rate (UBR)® service
caegory, generdly cdled bursty data.

Rain is a dominant fador in satellite cmmunicaions at frequencies above 10 GHz.
Transmisson signal fading dwe to bad atmospheric condtions is courtered in DRIFS by
making the data redundant throughthe use of a variable ading and a variable symbad rate
modem, as in the FODA/IBEA system [3, 4, 5]. The redundancy of the data a station
transmits in its data bursts depends on the fade levels of both the sending station uplink and
the recaving station dovn-link. The DRIFS system stability is gudied under faded signa
condtions, and the relevant recovery procedures are reported.

2. Some assumptions

Before describing the DRIFS access sheme, let us make some asumptions and gve some

definitions.

* The frame is the fundamenta time unit used for the dlocaion scheme. Each station
transmits at most one dl ocaion request and ore data burst per frame. All data transmitted
(control or user data) are preceded by a unique word, spedfic for the type of data. The
frame durationtimeis Ty.

* The dlocaion requests are broadcast to all the stations in the system and must be
corredly receved byall the stationsto creae a orred BTP.

» Ead stationrepedsits drean and busty requests at ead occurrence of its control slot.
Even if the acces gheme is theoreticdly independent of the TDMA controller hardware
used, the possble avail ability of a preamblelessmodem would have aheavy impad on some
design's choices. Below we refer to a modem whaose aquisition greamble length is not
negligible & far as the channel overhead is concerned. We have four TDMA controllers and
modems avail able that can suppat different coding rates (1/2, 23, 45 and urcoded), symbal
rates (512, 1024, 204&nd 4096Kbaud wsing either BPXK or QP moduation schemes),
and ouput power levels (-20+0 dBm), all variables at the sub-burst level [1], [2]. This
hardware was developed and wsed for implementing the FODA/IBEA centralised satellite
access sheme. The protocol propcsed in this paper can be used onthe hardware presently
available, bu it would also benefit from the dhannel usage dficiency of a preambleless
modem.

3. The DRIFS-TDMA access scheme

Ead frame ansists of a control sub-frame (CSH), used in F-TDMA® mode, followed by a
data sub-frame (DSF), used in DA-TDMA19 mode, and finally by afirst access dot (FAS),
used in contention mode.

(® No equivalent in ITU-T
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Ead station hes a fixed size control slot (CS) in the CSF, and it uses its own CS to send
control information, while the gplicaion data ae sent in the DSF. The size of the CSFis
then propational to the number of adive stations. The paosition d a CS inside the CSF is
maintained fixed, bu it is difted badk when a precaling station leaves the system. Control
data sent in a CS are precaled by a control unique word (CUW). The first CSin a CSFis
precadled by a reference unique word (RUW) which adlows the system's frame
synchronization.

Ead adive station that has an al ocaion in the DSF sends applicaion data in its data burst
(DB). Each DB isidentified by a data unigue word (DUW) which preceles the user data. The
DB can be divided into data sub-bursts (DSB), ead addressed to a spedfic destination, with
individual data bit and coding rates, acording to the fade levels of both the sending and the
destination stations.

The FASisused bythaose stations willi ng to enter the system.

< FRAME >
CS DSF
|4 >
Lo Tl o o]
/éltrol Se) Application Data Burs
p |Informatior] P [DSB1 DSB2...DSBn
Data
carrieft reversal CL{W carrief revershl DU}N
Control Slot preamble Data Burst preamble

Fig. 1.The DRIFSframe structure

3.1 Station states

A stationcan bein ore of the foll owing states:

* Switched-off.

* Listening. After astationis switched onit begins listening to acquire the CUWS, to rea the
al ocation requests contained in ead control slot, and to compute the BTP. No control slot is

9 Fixed-TDMA
(10 pemand Assgnment-TDMA
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asdgned to the listening station, so it cannad transmit. The station is only colleding
information onthe other stations and making dummy channel schedulings to be verified ore
roundtrip later. After alistening station has computed a cetain number of corred BTPs, it is
eligible to beaome active and it switches into synchronised state.

* Synchronised. To become adive asynchronised station must dedare its presence by sending
aburst in the FAS, located at the end d ead frame. Data transmitted in the FAS contain the
first stream and busty requests of the station; the format of the FAS data is therefore exadly
equal to the CS data. The FASisaccessed in contention with all the synchronised stations that
want to become adive. When a synchronised station has successully used the FAS to enter
the network it becomes adive and all the adive stations updete the channel scheduling in
order to include one more CS (in the last pasition d the CSH for the new adive station.

* Active. An adive station computes the BTP at ead frame, it uses its CS to send stream and
bursty allocation requests, and it has bandwidth allocated for its data transmisson in the
frame following the reception d its all ocation request.

*Waiting-Active. In this date an adive station has no bandwidth allocaed for data
transmisgons but the CS must still be used to send its requests in order not to be dedared
dea.

» Going Down. A station which explicitly dedaresthat it will stop any adivity is considered
going down. This does nat affed the other adive stations. After the completion o the going
down procedure, the control slot associated with that station is dedlocated. The @ntrol slots
of all the following stations are then moved bad in arder to reduce in size the CSF, thus
enlarging the DSF.

* Disappeared. A stationwhich dces naot transmit in its CS for a cettain number M of frames
is considered to have disappeared. This causes some problems for the other stations which
start the ending procedure (see below). After the completion d this procedure, the CS
asciated with the disappeaed station is dedlocaed, and the CSs of the foll owing stations
aremoved back.

Appendix A contains the diagram of the state transitions of a station.

3.2 Use of the control slot

Eadh control slot has a fixed pasition in the CSF, as long as no station leaves the system.
Every station knavs which station is using which control slot, hov many adive stations there
are and the oontrol slot position d ead ore. When a station stops, al the stations must
recompad the CSF, i.e. al the control sots following the stopped station must go badk one
pasition. An entering station is always assgned a control slot at the end d the CSFE. In the

example of Figure 2, N is the number of adive stations, whose aldresss are |, j, .. k,
respedively; the INFj field contains bath the stream and the bursty requests of stationi , its
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fade level, and a space for one new born or one dead station (one at atime) that station i has
detected.

CSF

< >

1,i | INFi 2, INF ... N,k | INFk
stream  |burst new born/dead new born/dead
request requ)e/:st {ﬁg countdown| station addr. | station CS

Fig. 2. The CSF format

Since the CS length is not negligible with respect to the frame length (at least using
traditional modems that need a preamble), no more than U control slots are accommodated in
a frame. If more than U active stations are present in the system, then the control slots are
spread in Cc = ]N/U[ frames, where N is the number of stations and X[ is the smallest integer
not smaller than x. If U isequal to 8, up to 256 stations can be accommodated in 32 frames.
Cc isthe dlot assignment cycle, and F¢ = 1/C. is the assignment frequency.

The control slots must somehow be protected against transmission errors. Assuming a modem
whose maximum bit rate is 8 Mbit/s, we devise a bit rate of 2 Mbit/s and a coding rate of 4/5
for the control slots.

3.3 Leaving and entering the satellite network

3.3.1 Leaving the network

A station may stop its transmissions either spontaneously or unwillingly, due to an abrupt
crash or a sudden deep fade level which have occurred in the station. A station is usually
able to leave the system in an orderly fashion when the fade becomes greater than the outage
level O, that is, the fade level above which transmission and reception become unreliable. In
case of crash, the station disappears without sending any end-message, and this causes a
certain number of CUW miss events in al the other active stations. On detecting the first
CUW miss event, an active station cannot compute the BTP and therefore switches to the
waiting active state. After M consecutive CUW misses, each active station declares the
disappearing station dead, by broadcasting in its control slot a countdown from F to 1 (fault
countdown). The number M is chosen so that the probability of missing the CUWSs of another
live station for M consecutive times is below a given threshold PM; the countdown length F is

such that the probability that another station does not understand any of the F countdown CSs
falls below another given threshold P

Both thresholds can easily be forced to be small at will (say 10-8), thus making most
inconsistency problems negligible. Since both the numbers M and F depend on the signal
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quality of the station itself, different fault countdowns may typically be going on at the same
time. For example, one station may countdown starting at 3, another one at 4 or 5, and not all
of them starting in the same frame. When more than one fault countdown is going on, the
lowest is the reference one. The time needed by the system to remove the CS of the
disappeared station is RTT+(M+F)T; , Wwhere M and F are those of the station with the
lowest fade. After that time the CS of the dead station is deallocated, the CSF recompacted,
and each station can begin transmitting data again.

When a station spontaneously goes down, it sends an F countdown of end-messages in its
control slot (leaving countdown). When the countdown reaches zero, the station stops all
transmissions. Its control slot is then deallocated and the CSF recompacted. While the normal
closing procedure does not affect the remaining active stations, the disappearance of a station
causes atemporary interruption in the data transmissions of all the stations.

3.3.2 Entering the network

It is assumed that an entering station A is not in fade conditions. Station A is in synchronised
state, and it uses the FAS to broadcast its address, the number of the CS which it will use,
plus its stream and bursty requests. Data in the FAS are transmitted with the same protection
as the CS data. The entry operation must be repeated for a number E of consecutive frames,
each time indicating in the countdown of the INF field how many more times the message
will be repeated (entering countdown). Since the FAS is accessed in contention mode, let us
consider the case that station A collides with another station B (we neglect multiple
collisions), and compute such a probability. Let us assume that there is a large number of
stations whose requests are generated by a Poisson process with an average equal to A per
time unit, T is the FAS repetition period, and E is the request repetition number. The
probability of zero collisions is e ""C= 21f Let us call py, the probability of not
understanding an FAS because of a non-acquisition of the carrier or symbol clock, or unique
word (UW) mismatch, or CRC error. Assuming ppy <<1, and (2E-DAT; <<1, the total
probability of a station not understanding the entering countdown of another station (ppe) can
be approximated by

Mne — Pnu v R B Lt ez Mul = oo et eMuy Lt/
=1

Collision does not necessarily mean failure, because not all the E FAS transmissions need to

be received by the active stations. In fact, one good reception by all the stations is enough.

However, the higher the number of colliding transmissions, the higher the probability that

some stations does not understand the request, leading to a misunderstanding on the number

of active stations and, consequently, to the start of arecovery procedure.
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The two terms of (1) represent the probability of atotal collision (collisions on E frames) and
the probability of collision in all the E frames but one. In case of total collision, al the
already active stations do not understand the entering countdown of both stations A and B, so,
after a random number of frames, evenly distributed in a range from 1 to R, both stations A
and B will try again the entering procedure.

The second case is more dangerous, because some active stations may understand the
entering countdown of A (which started first than B) and some other may not. This event
depends on py,,. This situation may cause misunderstandings on the number of active stations
with consequent collisions in the CSs. In order to avoid this, a robust procedure must be
adopted to be sure that all the active stations in the network receive the information that
station A is entering the network. The procedure adopted is similar to that one used when a
station leaves the network (see 3.2.1). As soon as an active station receives a good FAS from
A, it starts a confirmation countdown in its control slot, repeating for Q times (from Q to 1)
the address of the station A and the control slot position it will occupy. The value of Q
depends on the individual signal quality of each station. This procedure must be executed by
al the active stations, while station A is still in synchronised state, listening for the
confirmation countdowns of the other stations. When more than one confirmation countdown
is going on, the lowest is the reference one. In absence of collisions, after a time equal to
RTT +T¢(E+Q+ C;) thenew control slot isadded and station A switches in active state.

At this point, if at least one FAS transmitted by station B has been correctly received, the
active stations start the confirmation countdown for station B, assigning to it the control slot
next to station A.

3.4 Theallocation algorithm for stream data
The algorithm keeps an account of the stream requests generated by CBR, ABR, and VBR
applications. The requests consist of two values (X,Y), whose meaning is as follows:

CBR request: X =Y. Here X and Y represents the requested bandwidth.

ABR request: X>Y. Here X represents the maximum requested bandwidth and Y is
the minimum usable bandwidth.

VBR request: X <Y. X represents the bandwidth alocated to the station in each

frame. Upon station request, the system allocates to the station the
additional Y-X bandwidth previously booked. When the station does
not request it, the system can use the extra Y-X bandwidth for the
bursty applications of al the stations. The station can use its stream
unused bandwidth for the local bursty applications.
When an application makes a request to the station it is connected to, the station makes the
same request to the system. Once a station request has been accepted by the system, the
stream bandwidth is guaranteed and a time slot is assigned in each frame. If not accepted, the
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request is ssmply ignored by the system. On the other hand, as a station is assumed to know
the channel occupancy before broadcasting its request, it is reasonable to think that
unacceptable requests are not issued at all. The only case when the system actually refuses a
request is when several requests are simultaneously issued by different stations, whose sum is
greater than the space available. Any modification to a stream request is flagged as such by
the reguesting station.

3.5 Theallocation algorithm for bursty data

The allocation request for the bursty capacity is computed by each station exactly as in
FODA/IBEA, i.e. proportional to the traffic coming into the station (1) plus the backlog (9),
I.e. the volume of data already waiting for transmission to the satellite:

r=qg+ Hi )

where H is a temporal constant. Simulations for the centralised FODA/IBEA agorithm
indicated the best value of H to be 0.4, but in the presented access scheme this value may
need to be retuned. See [4] and [5] for details on the bursty allocation algorithm. The

alocation algorithm requires the assignment cycle, i.e. the time between two consecutive
allocations to the same station, to be equal to C,. frames.

4. Bad control slot reception

A station must be able to distinguish a CS reception error caused by a noisy channel from one
caused by an empty channel in order to make the right scheduling adjustments. In the first
case, a CRC error is detected when the data contained in a CS is received; in the second case
a CUW missis signalled. In both cases, the station is not able to compute the BTP and, in
order to avoid possible collisions, the station does not transmit data in the DSF for the next
assignment cycle, but it continues to maintain its control slot, in order to avoid causing
synchronisation problems for the other stations.

A sequence of M consecutive CUW misses from station B authorises a station A to begin the
fault countdown that declares the station B dead (as described in 3.2.1). The miss probability
isgiven by

Pmiss = Pnat (1~ Pna) Puuw) 3)

where Pra is the modem non-acquisition probability, and Pawuw s the wrong UW
probability due to a number of errors bigger than the acquisition threshold T, whose
expression is ]
= v Fher @-per) 4

2 PERBER) 4
where L is the UW bit length. Table 1 reports the UW p,iss probability obtained from
sperimental data by using our available hardware [1, 2].

pWUW
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Ey/ Ny [dB] | Priss
7 102
o 310"
11 5108
12 51077

Table 1. Unique word miss probability, measured with 4 kHz frequency offset.

In Figure 3 the typical value of the BER [3] is reported as a function of the channel E, /N,

and for different coding rates. The probability of a CRC error on receiving the data in a
control slot is given by

Perc = 1=(1- BER)LC ©)
where Lc is the number of bitsin acontrol slot. This probability is much lower than p,s N

the presented case, therefore the event of a sequence of consecutive CRC errors is extremely
unlikely. If the case of a mixed sequence of CRC errors and UW misses, the same procedure
as for the UW miss sequence is undertaken.

On the other hand, if station A has bad CS receptions from all the other active stations
(therefore even by itsdlf) it must leave the network, according to the network leaving

procedure.
Codec performances (including Energy gain)
100 =
10-“1: N
1072 N
~. uncoded FSkK
- N
10 3 \\ C
E 104 /5 ™\
& 5 N\ N
107 N \\ 3 \\ AN
s EAN \ \ N\
72 \\
_7 AN
10 3 \ \ \
1078 4 .
12 3 4 5 6 7 8 9 10 11 12

Channel Eb/No (dB)
Fig. 3. BER versus E, / N, for different coding rates

4.1 The non-transmission probability

The probability of a CUW miss or acontrol slot CRC error is approximately given by:

I:)nu D pcrc(l_ pmiss) + pmiss (6)
The non-transmission probability due to a CUW miss or to a control slot CRC error is given
by
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Pt = 1-(1- pnu)N’ 7)

where N is the number of adive stations.

Figure 4 shows the nontransmisgon probability for several numbers of adive stations using
our available hardware. A preamble length equal to 216 total symbals (144 carier + 40
reversal + 32 UW) with the CS information dcata 192 hts long and 45 coded has been
asuumed. The fade levels refer to the cntrol slot E, /N, reference value of 18dB at 2
Mbit/s. All the stations are @mnsidered at the same fade level. Two coupdes of 16 bt UWs
(one for ead in-phase and quaedrature channels of QPK moduation) with a 4 hit threshold
are onsidered.

Figure 5 shows the probability that a station is at a fade level higher than the dscissa value.
The dtenuation probabiliti es were obtained using the CCIR interpolation formula[14], giving

the dtenuation excealed for a percentage of an average yea
A( p%) - A001 0.12 p%—(0.546+0.043 Logig Pos)

where p,, is the probability as a percentage, and A, is the atenuation exceeled for 0.01%
of the time. A,,, was taken equal to 22.5 @ for the up-link and 12 & for the down-link,

respedively, acordingto data measured at the Italian stationin Fucino [7, §. The fade level
at the recever inpu is computed by combining the up and dovn atmospheric atenuations,
but assuming that ead station is cgpable of courtering up to 10dB of up-link fade
attenuation by means of up-power control. If we aossthe datain Fig. Swith the datain Fig.
4 we seg for example, that the probability that a station hes a fade deeoer than 7 dB during a
yea’s periodis lessthan 103, and that the probability of nontransmittingis lessthan 3-10°
if 8 stations at the same fade level are present in the system. In fad, unlessthe stations are
geographicdly close together, the non transmitting probability is smaller, becaise eab
station experiences its own fade level, while the plot in Fig. 4 assumes that all the stations
have the same fade level.

1E+00

1E-01 —

1E-02 —

1E-03 - 4 stations

8 stations
1E-04 —

Non transmission probability

16 stations

32 stations

T
~ =)

1E-05

L

Fade level [dB]

Fig. 4.Non-transmisson probability for stations at the same fade level
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1E-04

T T T T T T T T T T
o “ o~ ™ < e} © ~ ® o o =l
= a

Attenuation at the receiver [dB]

Fig. 5.Probability of a station with afade deeer than a given value

While a omprehensive evaluation d the non transmisson pobability of a station for a
period d a yea would require a Monte Carlo integration—which will be part of future
work—a reasonable gproximation can be foundwith the same aiteria used in [12], where
the FEEDERS/TDMA scheme is presented. Since we have no experimental data for pmissin
the 12-18 E, / Ng range, because the CUW miss events are too rare to be measured, we
asume that pmissin the 12+18 B range isthe same & pmissat 12 dB. We dso asume that all
the other parameters are equal to thase used in the FEEDERS paper [12], with a minimum
E, / No level of 7 dB at the recaver input. Such hypdheses lead usto a mnservétive estimate
of the average pmiss Of 5-106 per stationin a system with 32adive stations.

4.2 Critical events

We will now analyse the caes when a station corrupts the data transmitted by ancther station

(collision) because of a miscomputing d the BTP. Such events are very unlikely becaise a

station always transmits its CS in afixed placein the frame, and it refrains from transmitting

dataif it is not able to buld the BTP (nontransmisson event). Consequently, a allision can
only happen when a station's CS position changes, spedficdly, when some other station
leaves or enters the system. Let us examine the possble cases:

e Station A unwillingly stops its transmisgons. Station B is in fade, so ether its fault
courtdown is nat the first to start (because its M value is high), or it is not the shortest
one, or bath. Station B does not understand the fault countdown of the other stations, so it
does not move its CS to the new location at the right time. This means that the probability
of this event happening is aways lessthan P_ which is typicaly lessthan 108 per dying
station.

» Station A is erroneously dedared deal by station B, and station A does not understand
station B' s fault countdown. The probability of this event happening is aways lessthan
P ,P- whichistypicaly lessthan 1016 per dying station.

» Station A willi ngly leaves the system, whil e station B does nat understand its courtdown.
The probability of this event happeningis aways lessthan PF which istypicdly lessthan

108 per ead station leaving the system.
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o Station A enters the system, and station B does not understand reither station A nor all
the other stations' confirmation courtdown. The probability of such an event per eath
entering station is less than 2AT¢p,, Po where Pq is the probability of not

understanding the confirmation courtdowns, which can be reduced at will .

5. The distributed control overhead
The dhannel overheal due to the distributed synchronisation is equal to the CSF bit length. If
U isthe number of stations acammodated in eat frame, we have

CSFlength= U(L. +Toyp) (8)
where L. isthe ontrol sot bit length and Tg 1S the control slot transmisson overhead due
to the UW, the preamble and the guard time between two control slots.
With the hardware aurrently at our disposal one cntrol slot occupancy is equal to the 2.5%
of the frame, considering:
4*16 bit UW,
144 carier symbas
40reversal symbals
192 bt control slot data (including CRC)
384 bt guard time,
all of which are transmitted at 2 Mbit/s, which is four times dower than the maximum bit rate
of 8 Mbit/s alowed by the hardware @nsidered. If we asume that no more than eight CSs
are set up in ead frame, then the CSF produwces an owerhead of 20% of the available
bandwidth.

6. Conclusions

A distributed-control TDMA satellite acces s£heme has been presented; the possble system
inconsistency problems and colli sion events have been analysed.

The system has the potential advantage—over the centralised FODA/IBEA system from
which it derives—of improving the system resporse to traffic transients and d reducing the
conredion set-up time. Moreover, the dynamic resporse acaracy to channel fading may be
significantly improved. The only drawbad is g/stem efficiency for alarge number of adive
stations and when the Kg band is used. This is principaly due to the long geamble that a
traditional burst modem nedds, in oder to ke the burst miss probability below an
acceptable threshadld, at low E, /N, values. The use of a preanble-less modem, which
performs better from this point of view, would remove this inconvenience, thus alowing a
higher number of adive stations in the system.
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The simulation results reported in [13] highlight that with any of the types of traffic used
(Poison, Two-states Markov-moduated Poisson, and Fradal Gausdan Noise), DRIFS
performs better than FEEDERS (the other distributed-control access £heme that we studied)
from 32 stations on. This is because DRIFS can have an alocaion cycle bigger than the
frame size, so the overheal is lower than the FEEDERS s one for a large number of stations.
The simulation results presented in [13] also gve suggestions for an improved distributed
algorithm, which is a owmpromise between FEEDERS and DRIFS. This heme shoud work

like FEEDERS when the number of stations is lessthan 32,then if the number of stationsis
increased, it shoud enlarge the dlocationframeto C; frames, as designed for DRIFS.
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APPENDIX A. STATE TRANSITIONSOF A STATION

A

switch on

switch off

«if collision on FAS, repeat enter procedure
eentering countdown

LISTENING

no CS
no data TX

suffient number of >
correct BTPs collected

SYNCHRONISED
no CS

no data TX
use the FAS

eacquire CUWs
ecreate BTPs successful
entering

procedure

esend requests in the CS
*send data in the DSF
ecompute the BTPs
econfirmation countdown

WAITING-ACTIVE ACTIVE

CUW miss or CS CRC

send CS
data TX

send CS
no data TX

good reception of all CS’

euse the CS to send requests|
eread the other stations CSs

no more data to send
fault countdown 4

leave the
system
willingly

v

DISAPPEARED

leaving
countdown=0

GOING DOWN

send CS
no data TX

leave the system
unwillingly

stop any transmission

restart
« procedure lo leave the network >

LEGEND: /

¢ action made in this status

event provoking the change of th:status
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