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Abstract

Broadcasting is an efficient and scalable way of trans-
mitting data over wireless channels to an unlimited
number of clients. In this paper the problem of al-
locating data to multiple channels is studied, assum-
ing flat data scheduling per channel and the presence
of unrecoverable channel transmission errors. The
objective is that of minimizing the average expected
delay experienced by the clients. Two different chan-
nel error models are considered: the Bernoulli model
and the simplified Gilbert-Elliot one. In the former
model, each packet transmission has the same prob-
ability to fail and each transmission error is indepen-
dent from the others. In the latter one, bursts of erro-
neous or error-free packet transmissions due to wire-
less fading channels are modeled. Particular cases
are detected where optimal solutions can be found
in polynomial time. For general cases, simulations
show that good sub-optimal solutions can be found
on benchmarks whose item popularities follow Zipf
distributions.

Keywords Wireless communication, Data broad-
casting, Multiple channels, Flat scheduling, Aver-
age expected delay, Channel transmission errors,
Bernoulli model, Gilbert-Elliot model, Heuristics.

1 Introduction

In wireless asymmetric communications, broadcast-
ing is an efficient way of simultaneously disseminating
data to a large number of clients [17]. Consider data
services on cellular networks, such as stock quotes,
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weather infos, traffic news, where data are continu-
ously broadcast to clients that may desire them at
any instant of time. In this scenario, a server at the
base-station repeatedly transmits data items from a
given set over wireless channels, while clients pas-
sively listen to the shared channels waiting for their
desired item. The server has to pursue a data allo-
cation strategy for assigning items to channels and a
broadcast schedule for deciding which item has to be
transmitted on each channel at any time instant. Ef-
ficient data allocation and broadcast scheduling have
to minimize the client expected delay, that is, the
average amount of time spent by a client before re-
ceiving the item he needs. The client expected delay
increases with the size of the set of the data items to
be transmitted by the server and may be influenced
by transmission errors. Although data are usually
encoded using error correcting codes (ECC) allow-
ing some recoverable errors to be corrected by the
client, there are several transmission errors which
still cannot be corrected using ECC. Such unrecov-
erable errors affect the client expected delay, because
the resulting corrupted item has to be discarded and
the client must wait until the same item is broadcast
again by the server.

Several variants for the problem of data allocation
and broadcast scheduling have been proposed in the
literature [1]–[7],[9]–[11],[13, 15, 16, 19, 21, 22].

The database community usually partitions the
data among the channels and then adopts a flat
broadcast schedule on each channel [5, 15, 22], which
consists in cyclically broadcasting in an arbitrary
fixed order, that is once at a time in a round-robin
fashion, the items assigned to the same channel [1].
To reduce the average expected delay, skewed data
allocations are used, where items are partitioned ac-
cording to their popularities so that the most re-
quested items appear in a channel with shorter pe-
riod. Assuming that each item transmitted by the
server is always received correctly by the client, a so-
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lution that minimizes the average expected delay can
be found in polynomial time in the case of unit lengths
[22], that is when the transmission time is equal to
one for all items, whereas the problem becomes NP-
complete for non-unit lengths [10]. In this latter
case, several heuristics have been developed in [4, 22],
which have been tested on some benchmarks where
item popularities follow Zipf distributions. Such dis-
tributions are used to characterize the popularity of
one item among a set of similar data, like a web page
in a web site [8]. Relaxing the assumptions that each
channel has to broadcast a flat schedule and that no
item is present on two channels, the NP-completeness
of the problem is still open.

Thus far, the data allocation problem has not been
investigated by the database community when the
wireless channels are subject to transmission errors.
In contrast, a wireless environment subject to er-
rors has been considered by the networking commu-
nity, which mainly concentrates on finding broadcast
schedules for a single channel to minimize the average
expected delay [6, 10, 11, 19], since it usually assumes
all items replicated over all channels. Although it is
still unknown whether a broadcast schedule on a sin-
gle channel with minimum average delay can be found
in polynomial time or not, almost all the proposed so-
lutions follow the square root rule (SRR), a heuristic
which in practice finds near-optimal schedules [3]. In
particular, the solution proposed by [19] adapts the
SRR solution to the case of unrecoverable errors.

The present paper extends the data allocation
problem first studied by the database community un-
der the assumptions of multiple channels and flat
data schedule per channel [4, 5, 22], to cope with
the presence of erroneous transmissions, under the
same assumptions of [19], namely unrecoverable er-
rors. Two different error models will be considered
to describe the behavior of wireless channels [20].
First, as in [19], the Bernoulli channel error is as-
sumed, where each packet transmission has the same
probability q to fail and 1 − q to succeed, and each
transmission error is independent from the others.
Then, the so called simplified Gilbert-Elliot channel
error model will be considered, which was not previ-
ously studied in [19]. Such a model is able to capture
burstiness, that is sequences of erroneous or error-
free packet transmissions, and well approximates the
error characteristics of certain wireless fading chan-
nels [18, 23]. As in [19], the erroneous transmissions
are taken into account in the problem parameters and

they are compensated by properly modifying the al-
location of data items to channels.

Briefly, this paper is so organized. The rest of this
section gives basic definitions and recalls the main
dynamic programming algorithms for error-free chan-
nels. Sections 2 and 3 consider the Bernoulli and
the Gilbert-Elliot channel error models, respectively,
and illustrate how to adapt the recurrences in the
previously recalled algorithms to cope with channel
errors, for both items of unit and non-unit lengths.
In particular, it is also shown how to find optimal
solutions for some special cases. Experimental tests
are reported at the end of both sections on bench-
marks whose items probabilities are characterized by
Zipf distributions, showing that good sub-optimal so-
lutions are found. Finally, conclusions are offered in
Section 4.

1.1 Background

Consider a set of K identical error-free channels, and
a set D = {d1, d2, . . . , dN} of N data items. Each
item di is characterized by a popularity pi and a length
zi, with 1 ≤ i ≤ N . The popularity pi represents the
probability of item di to be requested by the clients.
The length zi is an integer number, counting how
many packets are required to transmit item di on any
channel and it includes the encoding of the item with
an error correcting code. For the sake of simplicity,
it is assumed that a packet transmission requires one
time unit. Each di is assumed to be non preemptive,
that is, its transmission cannot be interrupted. When
all data lengths are unit, i.e., zi = 1 for 1 ≤ i ≤ N ,
the lengths are called unit lengths, otherwise they are
said to be non-unit lengths.

The expected delay ti is the expected number of
packets a client must wait for receiving item di. The
average expected delay (AED) is the number of pack-
ets a client must wait on the average for receiving any
item, and is computed as:

AED =
N
∑

i=1

tipi (1)

When the items are partitioned into K groups
G1, . . . , GK , where group Gk collects the data items
assigned to channel k, and a flat schedule is adopted
for each channel, Equation 1 can be simplified. In-
deed, if item di is assigned to channel k, and assum-
ing that clients can start to listen at any instant of

2



Algorithm Recurrence Complexity Lengths Solution

DP sol1,n = C1,n O(N2K) unit optimal

[22] solk,n =
min

1≤`≤n−1 {solk−1,` + C`+1,n} non-unit sub-opt

Dichotomic sol1,n = C1,n O(NK log N) unit optimal

[5] sol
k,d l+r

2
e

=
min

Bl
k−1

≤`≤Br
k−1

{solk−1,` + C
`+1,d l+r

2
e
} non-unit sub-opt

Dlinear solk,n = solk−1,m + Cm+1,n O(N(K + log N)) unit sub-opt

[4] m =
min

B
n−1

k
≤`≤n−1

˘

` : solk−1,` + C`+1,n < solk−1,`+1 + C`+2,n

¯

non-unit sub-opt

Knapsack Mi,j = Mi−1,j if j < zi O(NZ) unit optimal

[5] Mi,j = max{Mi−1,j , Mi−1,j−zi
+ pi} if j ≥ zi K = 2 only non-unit optimal

Table 1: Main algorithms for the Data Allocation problem of N items on K error-free channels (Z is the sum of all item

lengths and Bn
k−1

is the (k − 1)-th right border of the optimal solution with k channels and n items).

time with the same probability, then ti becomes Zk

2 ,
where Zk is the schedule period on channel k, i.e.,
Zk =

∑

di∈Gk
zi. Then, Equation 1 can be rewritten

as

AED =
K
∑

k=1

∑

di∈Gk

Zk

2
pi =

1

2

K
∑

k=1

ZkPk (2)

where Pk denotes the sum of the popularities of the
items assigned to channel k, i.e., Pk =

∑

di∈Gk
pi.

Note that, in the unit length case, the period Zk

coincides with the cardinality of Gk, which will be
denoted by Nk.

Thus, the Data Allocation problem consists in par-
titioning D into K groups G1, . . . , GK , so as to mini-
mize the AED objective function given in Equation 2.

Almost all the algorithms proposed so far on error-
free channels are based on dynamic programming and
restrict the search for the solutions to segmentations,
that is, partitions obtained by considering the items
ordered by their indices, and by assigning items with
consecutive indices to each channel. A segmenta-
tion can be compactly denoted by the (K − 1)-tuple
(B1, B2, . . . , BK−1) of its right borders, where border
Bk is the index of the last item that belongs to group
Gk.

The recurrences for the four main dynamic pro-
gramming algorithms for the data allocation prob-
lem, called DP, Dichotomic, Dlinear, and Knapsack,
are reported in Table 1 along with their time com-
plexity and solution optimality. All the algorithms,
except the last one, work for K channels, assume
that the items d1, d2, . . . , dN are indexed by non-
increasing pi

zi
ratios, that is p1

z1
≥ p2

z2
≥ · · · ≥ pN

zN
,

and denote with Ci,j the cost of assigning consecu-

tive items di, . . . , dj to a single channel:

Ci,j =

j
∑

h=i

thph =
1

2

(

j
∑

h=i

zh

)(

j
∑

h=i

ph

)

(3)

In contrast, Knapsack works for 2 channels only,
assumes the items in an arbitrary order, and
finally selects the entry MN, which minimizes
1
2 (MN, + (Z − )(1 − MN,)).

2 Bernoulli error model

In this section, unrecoverable channel transmission
errors modeled by a geometric distribution are taken
into account. Each packet transmission over channel
k has the same probability qk to fail and 1 − qk to
succeed, and each transmission error is independent
from the others, with 1 ≤ k ≤ K and 0 ≤ qk ≤ 1. If
a client receives a corrupted item di, it discards the
item and then has to wait for a whole period Zk, until
the next transmission of di scheduled by the server.

2.1 Unit length items

Assume that the item lengths are unit, i.e., zi = 1
for 1 ≤ i ≤ N . If a client wants to receive item di

and there are h bad transmissions of di followed by a
good one, the client average delay for receiving item
di is Nk

2 +hNk time units with probability qh
k (1−qk).

Thus, the expected delay is:

ti =

∞
∑

h=0

(
Nk

2
+ hNk)qh

k (1 − qk) =
Nk

2

1 + qk

1 − qk
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Using the property that
∑n

i=1 aibi is maximized
when both sequences a1, . . . , an and b1, . . . , bn are
sorted in the same order, one can prove by contra-
diction that there is an optimal solution where the
items are sorted by non-increasing popularities.

Lemma 1. Let Gh and Gj be two groups in an op-

timal solution. Let di and dk be items with di ∈ Gh

and dk ∈ Gj. If Nh
1+qh

1−qh
< Nj

1+qj

1−qj
, then pi ≥ pk.

Similarly, if pi > pk, then Nh
1+qh

1−qh
≤ Nj

1+qj

1−qj
.

Proof. By contradiction, let G1, G2, . . . , GK be an

optimal solution for which there exist Gh and Gj such

that Nh
1+qh

1−qh
< Nj

1+qj

1−qj
and pi < pk. Consider now

another solution obtained by exchanging di with dk

in the two groups Gh and Gj . The AED difference

between the optimal solution and the other one is
(

Nh
1+qh

1−qh
− Nj

1+qj

1−qj

)

(pi−pk) > 0 because pi−pk < 0

and Nh
1+qh

1−qh
− Nj

1+qj

1−qj
< 0. Hence, a better solution

is achieved contradicting the optimality assumption.

The last part of the lemma is proved similarly.

Likewise, one can show that an optimal solution ex-
ists where the channels are indexed by non-decreasing
channel error probabilities.

Lemma 2. Let Gh and Gj be two groups in an op-

timal solution. If NhPh > NjPj , then qh ≤ qj. Sim-

ilarly, if qh < qj, then NhPh ≥ NjPj .

Unfortunately, one can easily realize that an opti-
mal solution which is a segmentation and takes the
channels by non-decreasing error probabilities does
not always exist. However, in the special case where
there are only two channels, an optimal solution can
be found in O(N log N) time by a single scan of the
data items, exploiting the following result.

Corollary 1. Assume K = 2 and the items sorted

by non-increasing popularities, and let (B1) be an op-

timal segmentation. Then, B1 ≤ (N − B1)
1+qmax

1−qmax
1−qmin

1+qmin
, where qmax and qmin are the larger and the

smaller error probabilities, respectively. Moreover, if

B1 ≥ dN
2 e then the items d1, . . . , dB1

are assigned to

the channel with error probability qmin.

Proof. By contradiction, let B1 > (N − B1)
1+qmax

1−qmax
1−qmin

1+qmin
. Then N1

1+qmin

1−qmin
> N2

1+qmax

1−qmax
. By Lemma 1,

the item popularities are non-decreasing contradict-

ing the assumption. To show the remaining prop-

erty, observe that, since B1 ≥ dN
2 e and the items are

sorted by non-increasing popularities, then N1 ≥ N2,

P1 ≥ P2, and hence N1P1 ≥ N2P2. By Lemma 2,

the channels must be taken by increasing error prob-

abilities. Therefore, the first group of items will be

assigned to the channel with minimum error proba-

bility qmin.

In the particular case that all the channels have the
same probability to fail, that is, q1 = · · · = qK = q,
the problem can still be optimally solved in polyno-
mial time by just using the same algorithm as where
there are no errors. In fact the objective function is
just the same up to the constant factor 1+q

1−q
.

Another particular case that can be optimally
solved in polynomial time arises when all the chan-
nels, but one, have the same probability to fail,
namely, q1 = · · · = qK−1 = q and qK = q′. Let Ci,j =
j−i+1

2
1+q

1−q

∑j

h=i ph and C′
i,j = j−i+1

2
1+q′

1−q′

∑j

h=i ph be
the cost of assigning consecutive items di, . . . , dj to a
channel with error probability q and q′, respectively.
Moreover, let optk,n be the cost of an optimal seg-
mentation for the first n items using k channels all
having the same error probability q. Similarly, let
opt′k,n be the cost of an optimal segmentation when
one of the k channels has error probability q′. Clearly,
opt1,n = C1,n and opt′1,n = C′

1,n. The optimal solu-
tion opt′K,N can be derived in O(N2K) time applying
the following recurrence, which exploits the fact that
there is exactly one channel with different error prob-
ability q′, with 1 < k ≤ K:

opt′k,n =
min

1≤`≤n−1

{

min

{

optk−1,`+C′
`+1,n,

opt′
k−1,`

+C`+1,n

}}

where, for 1 < k ≤ K − 1:

optk,n = min
1≤`≤n−1 {optk−1,` + C`+1,n}

In the general case that the error probabilities
of the K channels are not the same, both the Di-
chotomic and Dlinear algorithms can be used but
with no guarantee that the so found solutions are
optimal. Indeed, since it is not known which or-
der of the channels will lead to the optimal solu-
tion, a reasonable greedy criterion can be that of
assigning the most popular items to the most reli-
able channels, that is, indexing the channels so that
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q1 ≤ q2 ≤ · · · ≤ qK . Thus, letting the cost Ci,j;k of
assigning consecutive items di, . . . , dj to channel k be

Ci,j;k = j−i+1
2

1+qk

1−qk

∑j

h=i ph, the recurrences of the
Dichotomic and Dlinear algorithms shown in Table 1
can be applied by using the above Ci,j;k’s in place
of the Ci,j ’s defined in Equation 3. All the Ci,j;k’s
can be calculated in O(NK) time via proper prefix-
sum computations, assuming that the items are al-
ready sorted, and thus the time complexities of the
Dichotomic and Dlinear algorithms remain the same.

2.2 Non-unit length items

Consider now items with non-unit length and recall
that Zk is the period of channel k. In order to receive
an item di of length zi over channel k, a client has
to listen for zi consecutive error-free packet trans-
missions, which happens with probability (1 − qk)zi .
Hence, the error probability for item di on channel k
is Qzi,k = 1 − (1 − qk)zi .

Since h bad transmissions of di followed by a good
one lead to a delay of Zk

2 +hZk time units with prob-
ability Qh

zi,k
(1 − Qzi,k), the expected delay becomes

ti =
∞
∑

h=0

(

Zk

2
+ hZk

)

Qh
zi,k

(1−Qzi,k) =
Zk

2

1 + Qzi,k

1 − Qzi,k

Recalling that the items are indexed by non-
increasing pi

zi
ratios, the recurrences of Dichotomic

and Dlinear algorithms can be used once the
channels are indexed so that q1 ≤ q2 ≤
· · · ≤ qK and each Ci,j is replaced by Ci,j;k =
1
2

(

∑j

h=i zh

)(

∑j

h=i

1+Qzh,k

1−Qzh,k
ph

)

. All the Ci,j;k’s can

be computed in O(KH) time via prefix-sums, where
H = min{N log z, z} and z = max1≤h≤N{zh}. The
time complexities of the Dichotomic and Dlinear al-
gorithms become, respectively, O(K(H + N log N))
and O(KH + KN + N log N). Note that in such a
case optimality is not guaranteed since the problem
is computationally intractable already for error-free
channels.

However, when there are only two channels having
the same error probability q = q1 = q2, an optimal
solution can be found in O(NZ) time applying the
Knapsack algorithm simply replacing each popularity

pi with p′i =
1+Qzi

1−Qzi

pi, where Qzi
= 1 − (1 − q)zi (see

[5] for the details of the algorithm).
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Figure 1: Results for unit lengths when the channels are

partitioned into three groups of the same size with error prob-

ability q, 2q, and 3q, respectively.

2.3 Simulation experiments

In this subsection, the behavior of the Dichotomic
and Dlinear algorithms is tested in the case of
Bernoulli channel error model. The algorithms were
written in C++ and the experiments were run on an
AMD Athlon X2 4800+ with 2 GB RAM. The al-
gorithms have been experimentally tested on bench-
marks where the item popularities follow a Zipf dis-
tribution. Specifically, given the number N of items
and a real number 0 ≤ θ ≤ 1, the item popularities
are defined as

pi =
(1/i)θ

∑N

h=1(1/h)θ
1 ≤ i ≤ N

Note that the item popularities are already sorted in
non-increasing order. In the above formula, θ is the
skew parameter. In particular, θ = 0 stands for a
uniform distribution with pi = 1

N
, while a higher θ

implies a higher skew, namely the difference among
the pi values becomes larger. In the experiments, θ
is chosen to be 0.8, as suggested in [22], while N is
set to 2500 and K varies in the range 10 ≤ K ≤ 500.
The channel error probabilities can assume the values
0.001, 0.01 and 0.1.

Figure 1 exhibits the AED obtained in the case
that the data lengths are unit and the error proba-
bilities are not identical for all channels. In particu-
lar, the channels are partitioned into three equally-
sized groups with error probability q, 2q, and 3q, re-
spectively. In other words, q1 = · · · = qbK

3
c = q,
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qbK
3
c+1 = · · · = qb 2

3
Kc = 2q, and qb 2

3
Kc+1 = · · · =

qK = 3q. One can observe that, when q = 0.001 and
0.01, the reported AEDs almost coincide with those
where the channels are error-free. In other words,
such small error probability values scarcely affect the
average expected delay, which remains the optimal
one found by the Dichotomic algorithm in the case
of channels with no error. Whereas, the larger value
q = 0.1 worsens the AED when the number K of
channels is small with respect to the number N of
items. Noting that all the channels have at least an
error probability of q = 0.1, the AED in presence of
errors must be at least 1+q

1−q
= 1.22 times the AED

without errors. This is consistent with the AED re-
ported in Figure 1, which is about 1.44 times the
AED without errors, as computed by both the Dlin-
ear and Dichotomic algorithms.

Consider now data items whose lengths are non-
unit. In the experiments, the item lengths zi are
integers randomly generated according to a uniform
distribution in the range 1 ≤ zi ≤ 10, for 1 ≤ i ≤ N ,
as suggested in [19]. In addition, the reported results
are averaged over 3 independent experiments. More-
over, since the data allocation problem is computa-
tionally intractable when data lengths are non-unit,
lower bounds for a non-unit length instance are de-
rived by transforming it into a unit length instance as
follows. Each item di of popularity pi and length zi is
decomposed into zi items of popularity pi

zi
and length

1. Then, the AED obtained running the Dichotomic
algorithm on the transformed instance gives a lower
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bound for the original non-unit instance.

Figures 2 and 3 plot the AEDs obtained for non-
unit lengths and three equally-sized channel groups
with error probability q, 2q, and 3q. When q = 0.001,
the AEDs in Figure 2 almost coincide with those
where the channels are error-free, as happened in
the case of unit lengths. When q = 0.01, since
the average data item length is 5 and the average
channel error probability is 0.02, the AED of the
original instance in the presence of error should be
about 1+Q

1−Q
= 1.22 times the AED of the same orig-

inal instance in the absence of error, where Q =
1 − (1 − 0.02)5 = 0.10. In Figure 2, the largest ra-
tios between the two above mentioned AEDs occur
for small values of K, e.g., when K = 10 such a ra-
tio is about 570

440 = 1.29. When q = 0.1, a similar
reasoning leads to Q = 1 − (1 − 0.2)5 = 0.68 and
1+Q

1−Q
= 5.25, while the largest ratio, for K = 10,

is about 3200
450 = 7.11, as one can see in Figure 3.

Moreover, one notes that the Dlinear algorithm has
a bump for K = 300 because the selection of m in its
recurrence (see Table 1) could be trapped in a bad
local minimum.

3 Gilbert-Elliot error model

In this section, the channel error behavior is assumed
to follow a simplified Gilbert-Elliot model, which is
a two-state time-homogeneous discrete time Markov
chain [20]. At each time instant, a channel can be in
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Figure 4: The Gilbert-Elliot channel error model.

one of two states. The state 0 denotes the good state,
where the channel works properly and thus a packet is
received with no errors. Instead, the state 1 denotes
the bad state, where the channel is subject to failure
and hence a packet is received with an unrecoverable
error. Let X0, X1, X2, . . . be the states of the chan-
nel at times 0, 1, 2, . . .. The time between Xu and
Xu+1 corresponds to the length of one packet. The
initial state X0 is selected randomly. As depicted in
Figure 4, the probability of transition from the good
state to the bad one is denoted by b, while that from
the bad state to the good one is g. Hence, 1 − b
and 1 − g are the probabilities of remaining in the
same state, namely, in the good and bad state, re-
spectively. Formally, Prob[Xu+1 = 0|Xu = 0] = 1−b,
Prob[Xu+1 = 0|Xu = 1] = g, Prob[Xu+1 = 1|Xu =
1] = 1 − g, and Prob[Xu+1 = 1|Xu = 0] = b.

It is well known that the steady state probability
of being in the good state is PG = g

b+g
, while that of

being in the bad state is PB = b
b+g

. This Markovian

process has mean µ = PB, variance σ2 = µ(1 − µ) =
bg

(b+g)2 , and autocorrelation function r(ν) = PB +(1−

PB)(1 − b − g)ν , where b + g < 1 is assumed. Recall
that r(ν) is the probability of being in the same state
after ν time units. Since the system is memoryless,
the state holding times are geometrically distributed.
The mean state holding times for the good state and
the bad state are, respectively, 1

b
and 1

g
. This means

that the channel exhibits error bursts of consecutive
ones whose mean length is 1

g
, that are separated by

gaps of consecutive zeros whose mean length is 1
b
.

3.1 Unit length items

Assume that the item lengths are unit, i.e., zi = 1
for 1 ≤ i ≤ N . If there are h erroneous transmissions
of di followed by an error-free one, the client aver-
age delay is Nk

2 + hNk time units with probability

PB(r(Nk))h−1(1 − r(Nk)). Indeed, PB is the proba-
bility of being in the bad state at the first transmis-
sion of di, r(Nk)h−1 is the probability of remaining
in the same state for the next h − 1 transmissions,
each at pairwise distance of Nk, and finally 1−r(Nk)
is the probability of changing state at the h-th trans-
mission. Thus, the expected delay is equal to

ti =
Nk

2
PG+PB(1−r(Nk))

∞
∑

h=1

(
Nk

2
+hNk)(r(Nk))h−1

=
Nk

2

(

1 +
2PB

1 − r(Nk)

)

The following result, analogous to Lemma 1, shows
that there is an optimal solution where the items are
sorted by non-increasing popularities.

Lemma 3. Let Gh and Gj be two groups in an

optimal solution. Let di and dk be items with

di ∈ Gh and dk ∈ Gj. If Nh

(

1 + 2PB

1−r(Nh)

)

<

Nj

(

1 + 2PB

1−r(Nj)

)

, then pi ≥ pk. Similarly, if pi >

pk, then Nh

(

1 + 2PB

1−r(Nh)

)

≤ Nj

(

1 + 2PB

1−r(Nj)

)

.

By the above lemma, there is an optimal solution
which is a segmentation and can be found in O(N2K)
time by the DP algorithm, setting

Ci,j =
j − i + 1

2

(

1 +
2PB

1 − r(j − i + 1)

) j
∑

h=i

ph

In the general case where the steady state proba-
bilities of being in the bad state are not identical for
all channels, both the Dichotomic and Dlinear algo-
rithms can still be applied to find sub-optimal solu-
tions, after indexing the channels by non decreasing
PB ’s, namely PB1

≤ · · · ≤ PBK
, and replacing Ci,j

with

Ci,j;k =
j − i + 1

2

(

1 +
2PBk

1 − rk(j − i + 1)

) j
∑

h=i

ph

where rk(ν) = PBk
+(1−PBk

)(1−bk−gk)ν . As usual,
all the Ci,j;k’s can be computed in O(NK) time via
prefix-sums.

In the special case where there are only two chan-
nels, an optimal solution can be efficiently found by
exploiting the properties of the AED objective func-
tion. Indeed, the problem is to find a partition G1

and G2 such that
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1
2

(

N1

(

1 +
2PB1

1−r1(N1)

)

P1 + N2

(

1 +
2PB2

1−r2(N2)

)

P2

)

is minimized. Since P2 = 1 − P1 and N2 = N − N1,
when N1 is fixed to a particular value, the AED is
minimized by assigning to group G1 the N1 items
with either the smallest or largest popularities, de-
pending on whether

N1

(

2 +
2PB1

1−r1(N1)

)

+ (N1 − N)
2PB2

1−r2(N−N1)
− N

is positive or not, respectively. Such a property im-
plies that there is an optimal solution which is a
segmentation and which can be found in O(N log N)
time by scanning all the possible values of N1 once
the items have been sorted by non-increasing popu-
larities.

3.2 Non-unit length items

Let us now deal with items having non-unit lengths.
Recall that Zk is the period of channel k and that a
client has to listen for zi consecutive error-free packet
transmissions in order to receive the item di over
channel k.

Consider the first transmission of item di heard
by a client. Let P̂B(s) denote the probability that
in such a transmission the s-th packet is the first
erroneous packet, where 1 ≤ s ≤ zi. Formally,
P̂B(1) = PB , and, for 2 ≤ s ≤ zi:

P̂B(s) = (1 − PB)(1 − b)s−2b

Consider now two consecutive transmissions of
item di heard by a client, the first of which is er-
roneous. Let P̄B(s, σ) denote the probability that, in
the second transmission, the first erroneous packet is
the s-th one given that in the previous transmission
the first erroneous packet was the σ-th one. Thus,
P̄B(1, σ) = r(Zk + 1 − σ) and, for 2 ≤ s ≤ zi:

P̄B(s, σ) = (1 − r(Zk + 1 − σ))(1 − b)s−2b

Indeed, observe that Zk + 1 − σ is the distance be-
tween the erroneous packets in the two consecutive
transmissions of di. Hence, when s = 1, the required
probability coincides with r(Zk + 1 − σ). Otherwise,
if s > 1, 1− r(Zk + 1− σ) takes into account that re-
ceiving the first packet the system has changed state,
(1− b)s−2 aggregates the probability of receiving fur-
ther s − 2 good packets, and b that of receiving the
s-th corrupted packet.

Finally, let P̄G(σ) denote the probability that a
whole transmission of di is error-free given that in the

previous transmission of di the first erroneous packet
was the σ-th one:

P̄G(σ) = (1 − r(Zk + 1 − σ))(1 − b)zi−1

As before, 1 − r(Zk + 1 − σ) considers that the sys-
tem state changed between the σ-th packet of the
first transmission and the first packet of the second
transmission. Moreover, (1 − b)zi−1 gives the prob-
ability of remaining in the same good state for the
next zi − 1 packets.

Note that all the P̂B(s) and P̄B(s, σ)’s can be
computed in pseudo-polynomial time, that is in a
time polynomial in the parameters Z and z, where
Z =

∑N

i=1 zi and z = max1≤i≤N{zi}.
To evaluate the expected delay ti, observe that if

the first transmission of di heard by the client is error-
free, the client has to wait on the average Zk

2 time
units with probability

π0 = (1 − PB)(1 − b)zi−1.

Instead, the client waits on the average for Zk

2 +Zk

time units with probability

π1 =

zi
∑

s0=1

P̂B(s0)P̄G(s0)

in the case that the first transmission of di is er-
roneous and the second one is error-free. Indeed,
P̂B(s0)P̄G(s0) is the probability that the second
transmission of di is good given that in the previous
one the s0-th packet was the first erroneous packet.
Hence, π1 is obtained varying s0 among the zi packets
of di.

Moreover, two bad transmissions of di followed by
a good one lead to a delay of Zk

2 + 2Zk time units
with probability

π2 =

zi
∑

s0=1

[

P̂B(s0)

zi
∑

s1=1

P̄B(s1, s0)P̄G(s1)

]

.

When h bad transmissions of di are followed by
a good one, the delay is Zk

2 + hZk time units with
probability

πh =

zi
∑

s0=1

[

P̂B(s0)

zi
∑

s1=1

[

P̄B(s1, s0)

zi
∑

s2=1

[

P̄B(s2, s1) · · ·

· · ·

zi
∑

sh−1=1

[

P̄B(sh−1, sh−2)P̄G(sh−1)
]

· · ·












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The expected delay ti is obtained summing up the
above expressions over all h’s:

ti =
∞
∑

h=0

(

Zk

2
+ hZk

)

πh

Since finding a closed formula for ti seems to be diffi-
cult, an approximation tmi of the expected delay can
be computed by truncating the resulting series at the
m-th term, for a given constant value m, that is con-
sidering 0 ≤ h ≤ m. Indeed, experimental tests show
that the series converges already for small values of
m, as it will be checked in Subsection 3.3. Recall-
ing that the items are indexed by non-increasing pi

zi

ratios, the recurrences of Dichotomic and Dlinear al-
gorithms can be applied once each Ci,j is computed

as
∑j

h=i tmh ph. The time for computing Ci,j is de-
rived as follows. Assuming a proper prefix-sum has
been done as a preprocessing, Zk =

∑j

h=i zh can be
retrieved in O(1) time, while the computation of tmh
requires O(zm

h ) time. Therefore, in the worst case,
the computation of Ci,j takes O(Nzm) time, and
that of all the Ci,j ’s costs O(N3zm) time, which is
pseudo-polynomial. Hence, the time for computing
the P̂B(s)’s, P̄B(s, σ)’s, and Ci,j ’s leads to a pseudo-
polynomial time complexity for both the Dichotomic
and Dlinear algorithms.

As in the unit length case, if the steady state prob-
abilities of being in the bad state are not identi-
cal for all channels, then Dichotomic and Dlinear
can be run after the channels are indexed so that
PB1

≤ · · · ≤ PBK
and each Ci,j is replaced with

Ci,j;k =
∑j

h=i tmh (k)ph, where tmh (k) is computed as
tmh by substituting PBk

for PB. Clearly, the compu-
tation of all the Ci,j;k’s takes O(N3Kzm) time.

3.3 Simulation experiments

This subsection presents the experimental tests for
the Dichotomic and Dlinear heuristics in the case of
the Gilbert-Elliot channel error model. In the ex-
periments for items of unit length, the item popu-
larities follow a Zipf distribution with θ = 0.8, while
N = 2500 and 10 ≤ K ≤ 500. Moreover, the steady
state probability PB of being in the bad state can as-
sume the values 0.001, 0.01 and 0.1, while the mean
error burst length 1

g
is fixed to 10. Note that b is

derived as g PB

1−PB
once PB and 1

g
are fixed. However,

the choice of 1
g

is not critical because the sensitivity

of the AED to 1
g

is low, as depicted in Figure 5, for
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Dichotomic with PB=0.1
DLinear with PB=0.1

Figure 5: The AED behavior versus the mean error burst

length.

1 < 1
g
≤ 130. Note that the choice of such an upper

bound on 1
g

is not restrictive because the probability

of having a burst with length n is g(1− g)n−1, which
is negligible as n grows.

Figure 6 exhibits the AED obtained in the case
where the data lengths are unit and the steady state
probabilities are not identical for all channels. As
in the Bernoulli error model, the channels are in-
dexed in such a way that PB1

= · · · = PB
b K

3
c

= PB ,

PB
b K

3
c+1

= · · · = PB
b 2
3

Kc
= 2PB, and PB

b 2
3

Kc+1
=

· · · = PBK
= 3PB. One can observe that, when

PB = 0.001 and 0.01, the reported AEDs almost co-
incide with those where the channels are error-free,
whereas the AED worsens when PB = 0.1. Noting
that in this latter case the steady state probability
is 0.2 on the average, and thus 1 + 2PB

1−r(Nk) ' 1.40,

one expects that the AED in the presence of errors
should be about 40% larger than that in the absence
of errors. This is confirmed by the results reported in
Figure 6, where the experimental AED is about 44%
larger than in the error-free case.

Consider now data items whose lengths are non-
unit. Since the algorithms take pseudo-polynomial
time, a restricted set of experiments is performed. In
the experiments, the number K of channels is set to
50, the number N of items varies between 500 and
2000, the item popularities follow a Zipf distribution
with θ = 0.8, and the item lengths zi are integers ran-
domly generated according to a uniform distribution
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Figure 6: Results for unit lengths when the channels are

partitioned into three groups of the same size with steady state

probability PB , 2PB , and 3PB, respectively.

m tmi
1 25.9150699

2 25.9382262

3 25.9388013

4 25.9388156

5 25.9388160

6 25.9388167

m tmi
1 25.1989377

2 25.2537833

3 25.2689036

4 25.2730723

5 25.2745215

6 25.2745384

(a) (b)

Table 2: Values of tmi when: (a) zi = 10, Zk = 50, 1

g
= 10,

and PB = 0.01; and (b) zi = 5, Zk = 50, 1

g
= 10, and

PB = 0.16.

in the range 1 ≤ zi ≤ 10, for 1 ≤ i ≤ N . All the K
channels have the same steady state probability PB,
which assumes the values 0.001, 0.01, and 0.1. The
reported results are averaged over 3 independent ex-
periments. The expected delay of item di is evaluated
by computing t5i , that is truncating at the fifth term
the series giving ti. Indeed, as shown in Table 2 for
zi = 10, Zk = 50, 1

g
= 10, and PB = 0.01 and for

zi = 5, Zk = 50, 1
g

= 10, and PB = 0.1, at the fifth
term the series giving ti is already stabilized up to
the fourth decimal digit.

Since the data allocation problem is computation-
ally intractable when data lengths are non-unit, lower
bounds for non-unit length instances are derived by
transforming them into unit length instances, as ex-
plained in Subsection 2.3. Moreover, since the steady
state probability PB is the same for all channels, the
AEDs giving the lower bounds are obtained by run-
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Dichotomic with PB=0.01

DLinear with PB=0.01
Lower Bound with PB=0.1

Dichotomic with PB=0.1
DLinear with PB=0.1

Figure 7: Results for non-unit lengths when all the channels

have the same steady state probability PB, which assumes the

values 0.001, 0.01, and 0.1.

ning the DP algorithm as explained in Subsection 3.1.

Figure 7 shows the experimental results for non-
unit lengths, where PB assumes the values 0.001, 0.01
and 0.1. In this figure, lower bounds are shown for
both error-free and error-prone channels. One notes
that, for every value of PB , the behavior of both
the Dichotomic and Dlinear algorithms is identical.
When PB = 0.001, both algorithms provide optimal
solutions because their AEDs almost coincide with
the lower bound for channels without errors. When
PB = 0.01, the AEDs of both the Dichotomic and
Dlinear algorithms are 12% larger than the lower
bound in the presence of errors. In the last case,
namely PB = 0.1, the AEDs found by the algorithms
are as large as twice those of the lower bound in pres-
ence of errors. However, such a value of PB represents
an extremal case which should not arise in practice
(e.g. see [12]).

4 Conclusions

This paper studied the problem of allocating N data
to K channels, assuming flat data scheduling per
channel and the presence of unrecoverable channel
transmission errors. The objective was that of min-
imizing the average expected delay experienced by
clients. The behavior of two dynamic programming
algorithms previously presented for error-free chan-
nels has been experimentally tested, modelling the
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Channel error Channel error Unit lengths Non-unit lengths

model probabilities K = 2 K > 2 K = 2 K > 2

Bernoulli q1 = · · · = qK O(N log N) O(NK log N) O(NZ) Strong NP-hard

q1 < · · · < qK O(N log N) open NP-hard Strong NP-hard

Gilbert-Elliot PB1
= · · · = PBK

O(N log N) O(N2K) NP-hard Strong NP-hard

PB1
< · · · < PBK

O(N log N) open NP-hard Strong NP-hard

Table 3: Complexity results for finding optimal solutions of the Data Allocation problem of N items on K faulty channels

(Z is the sum of all item lengths).

channel error by means of the Bernoulli model as
well as the Gilbert-Elliot one. Simulations showed
that such algorithms provide good sub-optimal solu-
tions when tested on benchmarks whose item popu-
larities follow Zipf distributions. In particular, for
small channel error probabilities, the average ex-
pected delay is almost the same as the optimal one
found in the case of channels without errors. How-
ever, some subcases have been detected where an op-
timal solution can be found in polynomial or pseudo-
polynomial time. All the complexity results, proved
in the present paper, are summarized in Table 3 (how-
ever, experiments showed that near optimal solutions
are found by the algorithms even when the problem
complexity is open or intractable).

As a matter of further research, it might be inter-
esting to investigate other metrics on the schedules
in presence of errors, like the edit distance between
the schedule computed and the error-free schedule,
or more generally to study the stability of the solu-
tions over a range of error values. Another model
to explore would let the client retrieve the packets
of the items that do not have errors and let other
packets be retrieved in the subsequent transmissions.
Finally, an interesting open question is that of deter-
mining whether a closed formula for computing the
item expected delays exists or not when the lengths
are non-unit and the Gilbert-Elliot model is adopted.

Acknowledgement

This work has been supported by ISTI-CNR under the BREW

research grant. The C++ code used in the simulations was

written by G. Spagnardi.

References
[1] S. Acharya, R. Alonso, M. Franklin, and S. Zdonik.

Broadcast disks: data management for asymmetric com-

munication environments. In Proc. SIGMOD, pp. 199–

210, 1995.

[2] M.H. Ammar and J.W. Wong. The design of teletext

broadcast cycles. Performance Evaluation, 5(4):235–242,

1985.

[3] M.H. Ammar and J.W. Wong. On the optimality of cyclic

transmission in teletext systems. IEEE Transactions on

Communications, 35(11):1159–1170, 1987.

[4] S. Anticaglia, F. Barsi, A.A. Bertossi, L. Iamele, and M.C.

Pinotti. Efficient heuristics for data broadcasting on mul-

tiple channels. Wireless Networks, 14(2):219–231, 2008.

[5] E. Ardizzoni, A.A. Bertossi, M.C. Pinotti, S.

Ramaprasad, R. Rizzi, and M.V.S. Shashanka. Op-

timal skewed data allocation on multiple channels with

flat broadcast per channel. IEEE Transactions on

Computers, 54(5):558–572, 2005.

[6] A. Bar-Noy, R. Bhatia, J.S. Naor, and B. Schieber. Min-

imizing service and operation costs of periodic schedul-

ing. In Proc. Ninth ACM-SIAM Symp. on Discrete Al-

gorithms (SODA), pp. 11–20, 1998.

[7] A.A. Bertossi, M.C. Pinotti, and R. Rizzi. Scheduling

data broadcasts on wireless channels: Exact solutions and

heuristics. Chapter 73 in T. Gonzalez (Editor). Handbook

of Approximation Algorithms and Metaheuristics. Taylor

& Francis Books (CRC Press), Boca Raton, 2007.

[8] L. Breslau, P. Cao, L. Fan, G. Phillips, and S. Shenker.

Web caching and Zipf-like distributions: evidence and im-

plications. In Proc. IEEE INFOCOM, pp. 126–134, 1999.

[9] T. Imielinski, S. Viswanathan, and B.R. Badrinath. En-

ergy efficient indexing on air. In Proc. SIGMOD, pp.

25–36, 1994.

[10] C. Kenyon and N. Schabanel. The data broadcast prob-

lem with non-uniform transmission time. In Proc. Tenth

ACM-SIAM Symp. on Discrete Algorithms (SODA), pp.

547–556, 1999.

[11] C. Kenyon, N. Schabanel, and N. Young. Polynomial time

approximation scheme for data broadcast. In Proc. ACM

Symp. on Theory of Computing (STOC), pp. 659–666,

2000.

[12] P. Koutsakis, Scheduling and call admission control for

burst-error wireless channels. In Proc. of the 10th IEEE

Symposium on Computers and Communications (ISCC),

pp. 767–772, 2005.

11



[13] S.-C. Lo and A.L.P. Chen Optimal index and data allo-

cation in multiple broadcast channels. In Proc. Sixteenth

IEEE Int’l Conf. on Data Engineering (ICDE), pp. 293–

302, 2000.
[14] S. Martello and P. Toth. Knapsack Problems. Wiley,

Chichester, 1990.
[15] W.C. Peng and M.S. Chen. Efficient channel allocation

tree generation for data broadcasting in a mobile comput-

ing environment. Wireless Networks, 9(2):117–129, 2003.
[16] K.A. Prabhakara, K.A. Hua, and J. Oh. Multi-level multi-

channel air cache designs for broadcasting in a mobile en-

vironment. In Proc. Sixteenth IEEE Int’l Conf. on Data

Engineering (ICDE), pp. 167–176, 2000.
[17] I. Stojmenovic (Editor). Handbook of Wireless Networks

and Mobile Computing. Wiley, Chichester, 2002.
[18] W. Turin. Performance Analysis of Digital Transmission

Systems. Computer Science Press, New York, 1990.
[19] N. Vaidya and S. Hameed. Log time algorithms for

scheduling single and multiple channel data broadcast.

In Proc. Third ACM-IEEE Conf. on Mobile Computing

and Networking (MOBICOM), pp. 90–99, 1997.
[20] A. Willig. Redundancy concepts to increase transmission

reliability in wireless industrial LANs. IEEE Transactions

on Industrial Informatics, 1(3): 173-182, 2005.
[21] W.G. Yee, Efficient data allocation for broadcast disk ar-

rays. Technical Report, GIT-CC-02-20, Georgia Institute

of Technology, 2001.
[22] W.G. Yee, S. Navathe, E. Omiecinski, and C. Jer-

maine. Efficient data allocation over multiple channels

at broadcast servers. IEEE Transactions on Computers,

51(10):1231–1236, 2002.
[23] M. Zorzi, R. Rao, and L.B. Milstein. Error statistics in

data transmission over fading channels. IEEE Transac-

tions on Communications, 46(11):1468–1477, 1998.

12


